LM
wo!

S,
<t S,

AT —n
e

] e T )
Rl ) ™0
G ety —
CE¥SEM=EY .
LR
C. My O
<f“\C'QNO"I\

SSE RIGA

SSE Riga Student Research Papers
2015:8 (173)

THE EFFECTS OF OIL SUPPLY AND DEMAND
SHOCKS ON THE BALTIC ECONOMIES:
RESULTS FROM A GLOBAL VAR MODEL

Authors:  Aleksandrs Balzins
Germans Lapsa

ISSN 1691-4643
ISBN 978-9984-842-93-6

November 2015
Riga



Aleksandrs Balzins, Germans L apsa ii

THE EFFECTS OF OIL SUPPLY AND DEMAND SHOCKS
ON THE BALTIC ECONOMIES: RESULTS FROM A
GLOBAL VAR MODEL

Aleksandrs Balzins
and

Germans Lapsa

Supervisor: Ludmila Fadejeva

November 2015
Riga



Aleksandrs Balzins, Ger mans L apsa

I=

Abstract

We examine the economic consequences of oil spulydemand shocks on the Baltic
States. The paper uses a global VAR to build thbajleconomy model that allows capturing
both direct and indirect effects of shocks. We tdgithe shocks of interest by the means of
short-run sign restrictions. We demonstrate thatftindamental driver of the price shock is
essential to determine its economic consequendesresults reveal that all Baltic States
experience sizeable short-term growth in outpuéesponse to the demand shock and short-

term fall in output in response to the supply shock

Keywords: GVAR, sign restriction, oil supply and demand dt®oc
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1. Introduction

The relationship between oil price shocks and econactivity has compelled public
attention since the aftermath of the recessione1970s preceded by an unprecedented
surge in oil prices. After Hamilton’s (1983) semlipaper where he argued that all but one of
the US slowdowns were predated by oil price escalathe topic received the attention few

ever see.

One of the most popular areas of research hasfbeesed on how macroeconomic
variables are affected by exogenous oil price shioBl definition, this implicitly assumes
that we can trace out the effect that comes fromilgorice change, since other variables are
kept constant. Until the beginning of 2000s it \weasidely accepted view that oil price
shocks are purely driven by exogenous supply-sideet, such as the conflicts in the Middle
East, which justified the ceteris paribus assummptidie opinion about the supply-driven
nature of oil prices was first challenged in thegraby Barsky and Kilian (2002), where they
demonstrated that not only the demand also plagqehit in price changes, but also that oil
price cannot be treated as an exogenous variapteas. These findings, in turn, spurred a
completely new area of research — the analysiewfdifferently economies are affected by
supply and demand shocks. Kilian (2009) playedehding role here as well by proposing
the method to assess the effects of supply- andudérdriven shocks in a monthly single-
country VAR setup. A significant push for furthesearch originated from the field of
econometrics — Rubio-Ramirez, Waggoner, and ZhaQR6@eveloped a coherent sign
restrictions approach that has gained widesprepdlanty in structural VAR research. The
sign restriction approach, however, is often daéd for inability to identify shocks in a
correct manner. This problem can be solved, asangased by Chudik and Fidora (2011), by
using large-dimensional models, since they allowasing a sizeable number of sign

restrictions.

Despite the fact that the topic has received mtigm#éon for several decades and has
come through significant challenges and improves)dimiited evidence is available on the
developing countries. This is especially surprigingen that most of these countries are net-
importers and therefore, by intuition, should bgaia/ely affected by the adverse price

movements.
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Since the Baltic States are small open econontiey,dre highly dependent on the
stance of global economy and its major tradingneast Furthermore, given our close ties
with Russian oil price-dependent economy, we cgeeixto have indirect effects, apart from

direct ones, stemming from the oil price changes.

Therefore, in this paper we estimate the effectildfupply and demand shocks on
the Baltic economies by the means of sign resinstin the global VAR model. The choice
of the model is motivated by existing empiricagtda@ture in two ways. First, disentanglement
of supply and demand shocks is relatively comptidaind there is simply no other way,
apart from sign restrictions, which can identifgske shocks. Second, existing literature
provides evidence that energy-importing countrges ltave positive indirect effects and

therefore one should use a global model that alfowsterrelations between the countries.
Research question of the paper is formulated &sAfsl

How the Baltic economies are affected by supplg-@@mand-driven oil price shocks?
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2. Literature review

This literature review is split into four partsrs$ily, we will present a brief historical
overview of oil shocks. Secondly, the existingrhteire on the relationship between oil price
changes/volatility and economic activity will beaeined. Then the authors will discuss the
main transmission channels through which oil pdeanges affect main macroeconomic
variables. Finally, we will proceed with the oveawi of existing research on the topic and

discuss the methods that have been employed toeanise/research question of the paper.

2.1. Historical overview of oil shocks

Chuku (2012) defines oil price shock as unexpectethge in level of oil prices,
caused by some external factors, which is likelgdgoe a bearing on endogenous economic
variables. Hamilton (2011) points out that mosthef oil shocks over the last several decades
were associated with conflicts in the Middle Ed$te most notable events that caused supply

imbalances are summarized in Table 1.

Table 1. Major oil events

Time Event

October 195 Suez crisi

October 197 Ramadan W:

October 1973 OAPEC oil embargo

October 1978 Islamic Revolution

September 1980 Iran-lraq War

August 1990 Gulf War

December 2002 Political unrest in
Venezuela

March 200: Invasion of Ira

December 201 The Arab Sprin

December 201 OPECoverproductio

Created by the authors

Hamilton (2011) estimates that global supply cutseal by Ramadan War together
with OAPEC embargo was equal to 7 percent, Islamolution and Iran-lraq War each
resulted in global supply cut of 4 percent, Gulfivdad Venezuelan unrest are responsible
for 6 and 2 percent slump in global supply respetfi However, there also were other
forces that caused the price run-up, apart fronpgiecal disruptions, such as high demand
from newly industrialized countries. Hamilton (20@®ncludes that falling global
production together with increasing demand, grovdagsumption, and speculation were the
main drivers of the oil shock of 2007-08.
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2.2. Oil price volatility effect

Guo and Kliesen (2005) show that oil price volatithight suspend investment
because of increased uncertainty (see also Berr{a8B8)) as well as cause costly resource
reallocation across sectors - from more vulnerahkktherefore more insecure sectors to the
ones that are less affected by adverse price mawsniEhey conclude that oil price volatility
significantly harms growth in output and has nagaéffect on other macroeconomic
variables (see also Elder and Serletis (2010);dferd1996)). Ebrahim, Inderwildi, and King
(2014) find that oil price volatility might have tienental effect on economic activity and
that, in turn, reduces economic growth in futureqes. Plante and Traum (n.d.) estimate
stochastic volatility of oil price and document lilee in durable spending, increase in
investment, as a result of more savings, and rgglub in response to increase in volatility.
However, the results of Plane and Traum shouldkent with caution since it has been
shown that investment can actually go down whéniiteversible (Bloom, 2009). Henriques
and Sadorsky (2011) used real options to showdihatice volatility deters strategic
investment. Jo (2014) finds that oil price uncertiahas destructive effect on world industrial
production and consequently on global economicwutRentschler (2013) analysed small
set of developed and developing economies and fthatdil price volatility has adverse

effect on economic growth in both sets of countries

2.3 Oil price shock effects

Very close attention has been paid to the topiceskamilton’s (1983) ground-
breaking paper where he argues that climbing @kpwvas at least in part responsible for all
but one post-WW?2 recessions in US. Since then relses have divided over controversy —
while some believe that oil price is a significéator that affects economic activity, others

claim that the commodity has lost its might overreamies.

A significant amount of literature supports theiootthat oil price shocks have a
significant effect on economic activity and macrsamic variables. Jones and Paik (2004)
demonstrate negative elasticity of US aggregatputuo oil price. Jiménez-Rodriguez and
Sanchez (2005) find non-linear impact of oil priceseconomic output in the OECD
countries. They provide evidence that an increasg! iprice has significant effect on
economic activity, while the opposite price moveirtgas no statistically meaningful effect.

As prices go up, all oil importers in their samm@gcept for Japan, experience a slowdown in
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economic activity. Gelos and Ustyugova (2012) shiwat economies with relatively larger
shares of fuel intensities in consumption basketspeceding inflation levels were
encountering more severe inflationary pressurerasut of increase in oil prices.
Feldkircher (2014) reports negative reaction ofnecoic output in CEE countries to adverse
oil price movement. He shows that trade linkagespday a significant role, since net
energy-importing countries can reap benefits frémsesties with economies that are highly
dependent on oil revenues. Filis and Chatzianto(20d3) document that: (i) increase in oll
prices puts inflationary pressure on both oil-exipgrand oil-importing countries; (ii) stock
markets of oil importers react negatively to oicprshock and the opposite is true for oil

exporters.

Contrarian view that oil has lost its power ovendialso has a handful of supporters.
According to de Souza (2015) oil price changesesthe mid-1980s have had a limited effect
on global output. Rasmussen and Roitman (2011)rdeatiminiscule elasticity for oil-
importing countries — 25 percent increase in adgdiminishes aggregate output by half a
percent or even less. Belke and Dreger (n.d.) gshatveconomic growth in MENA region is
not affected by oil price changes. Some of the appts argue that energy share in value
added has been decreasing since 1970s and themefor® significant effect on economies,
but Edelstein and Kilian (2007) estimate that #iare in 2005 was at the same level as in
1977.

2.4 Oil supply and demand shock effects

Until the early 2000s it was an accepted view digbrices are purely driven by
changes in global production. This view was chaézhin revolutionary papers by Barsky et
al. (2002, 2004) where they managed to show thatdd conditions also play significant
role in determination of oil price. Moreover, Kitig2008) further argued that demand shocks
have much more considerable effect on oil pricas tupply disruptions. Since then, a
significant amount of literature was published vatihattempt to disentangle the underlying
sources behind oil price changes — whether thesdraren by a shift in demand or supply of
the commodity. Quite expectedly, these findingsnggeup a discussion about how
differently economies are affected by oil suppld @emand shocks. All existing research on
the topic was conducted by the means of sign ctistns imposed on VAR models.
Peersman and Van Robays (2012) employ sign resiricin SVAR to differentiate between

three fundamental reasons that can lead to inciedke level of oil prices: (i) oil supply
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disruption; (ii) growth in demand for oil driven l®gonomic activity; (iii) increase in demand
due to any other reasons (e.qg. fear that pricegwillp because of speculations or anxiety
about availability of supply of the commodity irtdwe). They document that effects on
macroeconomic variables strongly depend on thedomahtal driver behind the price change.
Most net oil importers experience fall in economitput and increase in inflation, however,
energy-exporting countries see growth in economiividy and no inflationary pressure due
to negative supply shock. On the other hand, dershadk results in short-run increase in
economic activity and higher inflation in all theuntries in the sample. Cashin, Mohaddes,
Raissi, and Raissi (2014) document that econontjpub@nd inflation of oil-exporting and
oil-importing countries react differently to supglyiven oil price shock. Baumeister,
Peersman, and Van Robays (2010) analysed a safmptustrialized countries and found
that negative supply shock results in a fall inpotitof net importers, however, the effect for
net exporters in most cases is insignificant. Kil{2008) provides evidence that supply
shocks in 1973-1974 and 2002-2003 did not havefgignt effect on economic activity, but
supply shocks in 1978-1980 and 1990-1991 leadawflation in the G7 countries. Glintner
(2013) used Kilian’s methodology and found thatatag supply shock has no significant

effect on stock markets in developed countries.

2.5 Transmission channels

As mentioned above, general consensus is thatiod pas a significant effect on
economies. Tang, Wu, and Xiang Zhang (2010) dismas transmission channels
identified in empirical research: 1) supply-sided 2) inflation effect; 3) wealth transfer
effect; 4) sector adjustment effect; 5) real badaeffect; 6) the unexpected effect. Each is

now discussed in more detail:

1) Supply side shock. This theory is based on theupnpsion that oil is a significant
production factor. Increase in oil prices boostspiction costs and lowers
productivity. That, in turn, damages potential giiown output and increases
unemployment (see Barro (1994); Rasche and Tat&81L)). This is typical for oil-
importing countries. On the other hand, higher nesss in oil-exporting countries can
induce investment, which will put upward pressumeoatput and employment.

2) Inflation effect. Since oil price shock affects goation costs we can think of it as a
simple price shock, which triggers inflation. Fatimore, increase in oil price has

direct effect on inflation, since fuel is a parta@immonly used inflation indices.
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3) Wealth transfer effect. Wealth is transferred froiftimporting countries to oil-
exporting countries; worsening terms of trade effibrmer (see Dohner (1981)).
Transfer of purchasing power from oil importersotbexporters reduces consumer
demand in the former and increases in the latter.

4) Real balance effect. Increase in oil prices wihittably increase nominal money
demand due to inflationary pressures (Pierce, EnZnd, & Gordon, 1974). If the
Central Bank will fail to react by increasing morsypply, interest rates will go up
and demand for cash will fall, deteriorating ecomgrowth.

5) Sector adjustment effect. Industries should adfushange in oil price. This
adjustment comes at a cost, which results in adsteum. Consequently, the oil-
intensive industries will be depressed, while tidustries that are oil-free or use oll
efficiently will be better off.

6) The unexpected effect. The uncertainty channeteffimvestment, since consumers
and producers are not certain about future priceements. This causes investment
demand to go down.

Schneider (2004) proposes three more general clsattmeugh which oil affects
macroeconomic variables: 1) supply side effecjé&tpand side effect; 3) terms of trade
effect. Supply side channel works the same wayassdescribed in Tang et al. (2009).
Demand is negatively affected by lower income dukigher oil prices. These channels are
mostly typical for net oil importers, since oil-nicountries traditionally benefit because of
higher oil revenues. Worsening terms of trade ptedass in welfare because of higher

import prices.

2.6 Novelty of the paper and contribution to the existing literature

As mentioned before, most attention of existingaesh has been paid to developed
countries and limited research has been carriedreimerging economies. To our best
knowledge, the topic of how the Baltics are affddig oil supply and demand shocks has not
been touched upon. Furthermore, global VAR hayabbeen widely utilized to differentiate
between supply and demand shocks for commoditiesxikting literature structural VAR
(SVAR) is the most popular method. Utilization bése models, however, is constrained,
since it is not possible to apply these modelfi¢ogiobal setting because of the problem that
is often referred to as curse of dimensionalityydlkh & Pesaran, 2014). This means that

these frameworks like most of the VAR models cam@osolved for large numbers of cross-
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sectional units as there are too many parametdrs &stimated. GVAR solves the problem
of dimensionality by breaking down large VARS ist@maller number of conditional models
that are interrelated via cross-sectional weightegtages. Furthermore, GVAR allows
capturing trading interrelationships in a concissmer, which is beneficial in the Baltic
context because of the close ties with Russiaprmie-driven economy. Another contribution
is the development of a global macro model forBhéics that can be used in future research

to see how the Baltic States can be affected ligrdifit global or country-specific shocks.
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3. Methodology

3.1. The GVAR model

In this paper we employed the GVAR model propose&dsaran, Schuermann, and
Weiner (2004). The model was developed in the wdkbe Asian financial crisis to assess
the credit risk of financial institutions. The désisaised concerns about possible global
economic meltdown; hence, a consistent global meadslneeded to measure the potential
losses of the banking sector (Chudik et al., 20%#)ce then the approach has considerably
evolved and gained widespread interest sinceawallmodelling international linkages of
countries in a single global model with relativeeand in a coherent way. It does so by
linking individual country VARX* models, where X*sia country-specific foreign variable
vector, with each other (Bettendorf, 2012).

The construction of the GVAR is performed in twagss. We start with estimation of
the country-specific VARX* models with domesticyéogn, and global variables. Foreign
variables are calculated as weighted averagesafdmestic counterparts of all other
countries. Weights can differ, depending on appbeceof the model. The convention has
been to use trade figures when macroeconomic slatseid, however, alternatives might
include equity and debt positions, direct investhpasitions, or international banking
claims, among others (Gross, 2013). In the sectagksthe country-specific models are
assembled and solved simultaneously in one larsfesy(GVAR). The model then can be
used for impulse response analysis or forecastimggses. Before the methodology is
explained in more detail, we discuss the colled&td and performed transformations. To
build and solve the model we use the toolbox dexeddoy Galesi & Smith. The basic
procedures are discussed in the following sections.

3.1.1. Data and variables

Our dataset is comprised of the main macroeconagucegates over the period
1999Q2-2013Q4 and covers the world’s largest ecoe®in terms of economic output and
international trade, key oil producers, the BaBtates, and their main trading partners, which

gives us 30 countries overall that cover approxatyaf0% of world GDP. 17 countries are
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aggregated into 2 regions: Gulf Cooperation Cousrwil Eurozone. Thus, effectively we

have 15 country models in total. The full countoyerage is provided in Table 2.

Table2. Selected countri

Exporters Oil importers
GCC Eurozone group Other importers

Bahrain Austria China

Kuwait Belgium Estonia

Oman Finland India

Qatar France Japan

Saudi Arabia Germany Latvia

UAE Greece Lithuania

Ireland Poland

Other exporters Italy Sweden

Denmark Netherlands us

Norway Portugal

Russia Spain

UK

Created by the authors

We included five domestic variables in our modealtttan help answering our
research question and are used the most in macroedo applications in existing GVAR
literature (see, for instance, Dees, Di Mauro, Regsaand Smith (2007); Pesaran et al.
(2004)). These variables are real GDP, inflatide,rahort- and long-term interest rates, and
real equity price. To collect the data we reliedmernational Financial Statistics (IFS)
database. More detailed description of the datebediound in Data Appendix 1. Since the
data have quarterly frequency, we adjusted infiaéind GDP series for seasonality using X-

12-ARIMA Seasonal Adjustment Program developed ByQ¢nsus Bureau.

To get the domestic variables, the data is transédras:
Yit = In(RGDP;;)
Apie = Dit — Pit—1 Pie = In(CPIly)
i = 0.25In(1 + R;,/100)
rk = 0.25In(1 + RL/100)
eqi = In(EQ;:/CPIy)
whereRGDP;; is real Gross Domestic Produ€P];, is Consumer Price IndeR;; is short-

term rate R is long-term rate, anBQ;, is nominal Stock Market Index. The domestic
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variables for the regions are calculated as wetjaterages of the country-specific domestic
variables included in the region using average lRasing Power Parity GDP weights for the
period 2011-2013. Pesaran et al. (2004) claimftrahis transformation PPP-weighted
GDPs are more reliable than dollar-denominated GD%sual PPP-GDP figures were

retrieved from the World Bank database. Transfoiondboks as follows:

Nj Nj
— 0 A _ OA
Vit = Wi Yiit » Dit = Wi APiie
=1 =1

N; N; Nj
s _ E 0..S L _ 0,.L _ E 0
Ty = WiTiie » Ty = Z WiTiie » eqir = Wi€qiit
=1 =1 I=1

wherew) is the weight of countryin regioni.
Each domestic variable in our model has a corredipgrforeign variable; therefore,
we have 5 foreign variables in total. The foreigmiables are calculated as cross-sectional

weighted averages of domestic variables in allrotbentries:

N N
* *
Vit = Z Wij * Vit Ap; = Z w; i * Apje,
Jj J

N N N
Sx _ s Lx _ 2 L * _
Tig = z Wij * Tt Tig = Wij *Tjt eq;r = Zwi.j *eqjt
j J j

wherew; ; is the trade weight, is the country index, andis the index of trading partner. We
used Direction of Trade Statistics (DOTS) dataliasmllect the data on exports and imports
in order to construct the trade weights. We folldwéandard GVAR approach (see, for,
instance, Dees et al. (2007)) and constructeddae tweight matrix using average of weights

for the period 2011-2013:

_ Tijz011 + Tijz012 + Tijz013
Wij =

Tiz011 + Tizo12 + Tiz013
whereT;;, is the bilateral trade between countries duripgr@odt and is calculated as:

Exports;; + Imports;;
Trade;; =( P Y > P ij)

andTj; is the total trade of country during the sameqakwhich can be expressed as:

N
Ty = Z Tijt
j=o

The fixed trade weight matrix is provided in TaBle
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Table 3. Trade weight matrix

Country CHINA DENMARK ESTONIA EURO GCC INDIA JAPAN LATVIA LITHUANIA NORWAY POLAND RUSSIA SWEDEN UK  USA

CHINA 0.000 0.052 0.031 0.164 0.200 0.169 0.358 0.020 0.014 0.051 0.042 0.170 0.047 0.079 0.338
DENMARK | 0.006 0.000 0.023 0.033 0.002 0.003 0.003 0.032 0.022 0.055 0.021  0.008 0.088 0.017 0.006
ESTONIA 0.001 0.004 0.000 0.004 0.000 0.001 0.000 0.113 0.055 0.004 0.004 0.009 0.014 0.001 0.001

EURO 0.252 0.477 0.383 0.000 0.185 0.197 0.136 0.291 0.307 0.434 0.670 0.525 0.495 0.603 0.302
GCC 0.092 0.011 0.002 0.055 0.000 0.372 0.187 0.003 0.003 0.003 0.004 0.006 0.011 0.030 0.072
INDIA 0.042 0.007 0.003 0.030 0.197 0.000 0.019 0.004 0.002 0.004 0.005 0.018 0.009 0.019 0.039

JAPAN 0200 0014 0004 0.044 0.219 0.043 0000 0003  0.001 0017 0006 0057 0013 0.021 0.129
LATVIA 0001 0005  0.104 0.003 0.000 0.001 0.000 0.000  0.097 0.003 0006 0019 0004 0.001 0.001
LITHUANIA| 0.001  0.006  0.079 0.006 0.000 0.001 0.000 0.202  0.000 0.005 0015 0014 0006 0.002 0.001
NORWAY |0.004 0.074  0.023 0.039 0.001 0.003 0.004 0.015  0.012 0000 0011 0005 0107 0.045 0.007
POLAND |0.009 0.035  0.052 0.082 0.002 0.004 0.003 0.085  0.097 0025 0000 0055 0034 0.022 0.005
RUSSIA 0052 0018  0.089 0.108 0.004 0.015 0.036 0.143  0.291 0015 0102 0000 0042 0.021 0.025
SWEDEN [0.008 0155  0.153 0.058 0.004 0.006 0.004 0049  0.039 002 0034 0018 0000 0.028 0.010
UK 0039 0091 0035 0208 0.034 0038 0022 0032 0041 0221 0062 0.042 0.080 0.000 0.066
USA 0293 0052  0.020 0.166 0.151 0.147 0228 0.009  0.018 0.061 0019 0.056  0.050 0.109 0.000
Created by the authors

3.1.1.1. Global variables

Since the main purpose of the paper is to assesoaw@nomic implications of
global oil shocks on the economies, we added aiepand world oil production as global
variables. Oil prices were obtained from US Endrggrmation Administration and oil
production figures were taken from InternationakEgy Statistics. We then took the

logarithm of both series, as it was done previousth domestic and foreign variables.

3.1.2. Country specific VARX models

In our global VAR setup we consider a set of N+irdaes labeled by i=0,1...N to
build the global economy model. The US is treated aeference country given its economic
dominance, while other countries are assumed smizd open economies. Each country-
specific model is constructed in the form of VARymented by a vector containing foreign
variables that are treated as weakly exogenous,itiecomes possible to investigate
linkages between the countries. The general smeicindividual countryf ARX* model is

expressed in the equation (1):
Xit = aiyo + ai‘lt + CDi‘lxi‘t_1+. . +CI)i‘pl.xi,t_pi + Ai‘ox*i‘t + Aiylx*i‘t_1+. ‘e +Ai‘qix*i,t_qi + Uit (1)

whereq; , is the vector of intercepts; ; is the coefficient matrix of time treng;, is
ak x 1 vector of domestic variables, anfl is ak*x 1 vector of foreign variable; ,, and
A; 4, are coefficient matrices associated with domesstit foreign variables respectively.

Country specific shocks, which are denotedugs,are assumed to be uncorrelated across
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time dimension, with a zero mean, and with a nogigdiar covariance matrix (Pesaran et al.,
2004).

The lag order in the equation (1) is denoted derpghe domestic variables and as qi
for the foreign variables. The Akaike InformatigkiC) and the Schwarz Bayesian criterions
(SBC) are the two prevailing lag order selectiorihnds. We used AIC to determine the
appropriate number of lags because it is inclimesklect more lags than BIC, and by doing

so reduces serial correlation in residuals (Da&i€rarstensen, 2007)

As previously discussed the global VAR succeedfering with the curse of
dimensionality problem by splitting a large VARaomultiple models that are further
transformed to the vector error correction form aagarately estimated. A VARX model can
be rewritten to the vector error correction fornthaexogenous variables (VECMX) as
shown in the equation (2). This form allows accoumfor cointegration (long-run relations)
within country’s endogenous variables denotea pybetween foreign specific variable$
and the country’s endogenous variabdgsas well as between country’s domestic variables
x; and endogenous variables of another couyt(¥i Mauro & Pesaran, 2013).Variables
can only be cointegrated if they are integratedrdér one; therefore, we assume that the
variables used in the model are unit root proceS¥estest this assumption further and

explain why it is a reasonable presumption.
Axy = cjo — ;i (Zi,t—l —7i(t - 1)) + AjoAxye + TiAZi 1 + we (2)

Xit
.
Xit

wherez;, = ( ) Bi is a(k; + ki ) x r; matrix, andy; is ak; X r; matrix.

After the estimation of country-specific VECMX mdsl¢he following estimates are
obtained:r; which represents the number of cointegrating imiata; which is the speed of
coefficients alignment, and cointegrating veci@réor all country models (Di Mauro et al.,
2013).

3.2. Solution of the GVAR model

The GVAR model can be perceived as a system ofvtfwde world, which implies
that all variables are endogenous to the systenvidiro et al., 2013). The estimated

individual country models are combined togethew thie global VAR model. County-
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specific models have to be solved simultaneoustli véispect to the domestic variables. In

order to solve the model the equation (1) shoulceberanged as follows:
Xig = NioX i = Qo+ @it + Pyaxpe g F A X1+ e F Py X p F N X 1pmg Wi (3)

Subsequently, in order to get the equation (4) wbsstute the matrices (6-9) into the

equation (3).

7 = (32) (6) Aio = Uri, —io) )
Ay = (i1, Air) (8) Aij = (¢ij,0f) )
Ajp *zig = o+ aipt + Ay * Zjg 1 + o T A * Zigq + Uy 4)

Using link matrices?; determined by trade weightg;;, we can define;. asiW; x

x¢. Therefore, the equation (4) can be rearranged in

Ajg *Wixx = a0+ ajqt + Ay * Wik xeq + o + Ay s Wik xe_g + e (5)
AognWo Aoe Uot
Gy = < AW >(10) a, = (“..1.8> (11) U = <“.1t) (12)
ANhWN anNe Unt

The next step requires arranging all individualrdogmodels into the single global

model. Using the matrices (10-12) we can rewritegfuation (5) as:
Goxe = ag + at + Gixjpeq+... +Gaxi g + Uy (13)

Finally, asG, is an invertible matrix we can get the equatiof) (iy multiplying both
sides of equation (13) kg 1. Then using the matrices 16-18 we can simplifyetheation 14

to the final equation (19), which can be solved irecursive manner (Di Mauro et al., 2013).

xe = Golag+ Golagt + GyglGyxprq+...+ Gy lGyxirq + Ggluy (14)

d, = Gy'a, (16) E, = Gy'G, (17) g = Gilu, (18)

Xt = do + dlt + lei,t—1+' . +qui,t—q + Et (19)
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3.3. Shock identification

In most existing GVAR literature generalized immutesponses developed by
Pesaran and Shin (1998) are used (see, for instAres et al. (2007)). Main advantage of
GIRFs is that they do not require any orderingariables and show the most probable
responses to shocks. The problem with GIRFs, horyévthat they show responses to non-
orthogonal shocks, which complicates their econantarpretation. One option is to use
orthogonalized impulse responses that provide enaaily meaningful results. This
approach, however, is very disputable in the cdraéglobal models, since coherent and
justifiable ordering is required for each countrgdel (Lutkepohl, 2005). To address the
issue we use the sign restrictions approach sugmyest Eickmeier and Ng (2015) to identify
oil supply and demand shocks. The same approdohlide/ed in Cashin et al. (2014) to
identify the oil shocks in the GVAR. The benefittbé approach is that shocks are not
correlated inside countries and have weak coroslatross countries. Effectively, our
identification scheme becomes a symbiosis of Gl&#sorthogonalized shocks.
Furthermore, as it follows from the literature ewi there is no other feasible way of

identifying supply and demand shocks.

To impose sign restrictions on the short-run impuksponses we follow the
approach proposed by Rubio-Ramirez et al. (2010).

We perform a Cholesky decomposition of the variacmeariance matrix of the
vector of residualg;, for each country-specific modeto get the lower triangular Cholesky

matrix P; for modeli. Then we create a matrix

Py 0 . .. O
0o - .

P = : P; :
: ~ 0
0 .. .. 0 Py

which allows us to get the impulse responses tolshto the residuals =
(Uots vors Vigy oo, Une) = P 1Goe, asyp™ = ¢G5 1P. We then draw random orthogonal
matrices and carry out QR-decompositions. Thisgjiveunique matrica®; that
fulfill Q;Q; = I. After that we perform the rotation @f to get 2000 successful rotations that
give us impulse responses that satisfy the impsggdrestrictions which are imposed on

lags 0-3. The impulse responses are then giveél'oy (¥1Q))".
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Although the sign restrictions method in structtvARs has recently gained in
popularity, the approach has its critics (for sumnsee Fry and Pagan (2011)). Most of the
criticism is based on the argument that in somesagn restrictions fail to provide exact
identification because they do not narrow downsdirt structural model. Instead, they
require impulse responses to move in a way supgpdsteeconomic theory. In spite of that, as
a number of sign restrictions increases it shoeléxpected that we will get a better
comprehension of structural shocks of interest (lihat al., 2011). A multi-country setting
of the model allows us to impose a sizeable nurabeign restrictions to significantly scale
down the number of permissible models (see Chudtik ¢2011); Paustian (2007)).

3.4. Sign restriction choices

In this paper we employed the GVAR model propose&dsaran, Schuermann, and
Weiner (2004). The model was developed in the vedkbe Asian financial crisis to assess
the credit risk of financial institutions. The ésisaised concerns about possible global
economic meltdown; hence, a consistent global medsineeded to measure the potential
losses of the banking sector (Chudik et al., 2034jce then the approach has considerably
evolved and gained widespread interest sinceawallmodelling international linkages of
countries in a single global model with relativeeand in a coherent way. It does so by
linking individual country VARX* models, where X*ia country-specific foreign variable
vector, with each other (Bettendorf, 2012).

3.5. Model specifications

Particular model specifications were deliberatdigsen for the US and GCC. The
reasoning behind that decision is discussed fuith#ris section. Models of the other
countries contain all variables, for which the datavailable. General model specifications

are shown in Table 4. Individual models are prodgigdeData Appendix 2.
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Table 4. Model specifications

us GCC Other countries
Variable = Domestic Foreign Domestic Foreign Domestic Foreign
y v v v v v v
I v v v v v/ v
eq v v v v
75 v v v v v
T, v v v v
Poit 4 4 4
Qoit 4 4 4

Created by the authors

In what follows now we refer to the structural ldure and arguments made by
Cashin et al. (2014).

3.5.1.The US model

By construction, the countries in the GVAR are tiedeas small open economies,
since the vector of foreign variables enters thentg-specific models as weakly exogenous.
This assumption, however, is dubious for the USXisting GVAR literature it is commonly
accepted to exclude real equity prices, short-,lang-term interest rates from the vector of

foreign variables in the US because of its econatominance (Dees et al., 2007).

Another distinctive feature of the US model speaifion is that oil price entered the
model as endogenous variable. The US average oiudensumption level was
approximately 23.5% of the total world consumptionthe sample period from 1999 to
2013 (BP, 2015). It can be seen in Figure 1 belawere detailed split of consumption by
regions is provided. Furthermore, Kilian (2008)w&d that crude oil prices have been
endogenously determined by the US economic devedaprwvhich implies that there is two-
way causal relationship between them, which is@gtargument in favor of inclusion of

this variable as endogenous in the country-spegitidel.
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Figure 1. Global oil consumption
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Source: created by the authorsusing data from BP Statistics (2014)

3.5.2.The GCC model

We aggregated all GCC members into one region lsecthi@se countries are similar
in many respects. The union itself was establidizadk in the 1980 and since then the
members have been implementing a number of poligiesder to facilitate integration of
their economies. This leaded to the establishmietiteocustoms union in 2003
(Thepeninsulagatar, 2015). Moreover, the membersaw thinking about creation of a
single currency, and local businesses already wsercy which is made up from the basket
of GCC currencies, which is similar to Europearrency unit used prior to the introduction
of the euro in 1999 (Susris, 2015). Finally, a# ttountries pursue the same exchange rate
policy, fixing their currencies vis-a-vis US dollar

The average production share of crude oil in tbggan was more than 22% of total
world production during the sample period. Shafesarld oil production are summarized in
Figure 2. According to BP statistical review of benergy (2015), at the end of 2013 the
share of proven oil reserves of GCC countries arsalfor more than 29% of world
reserves. Given similarities of this countries #r&lr significance in the oil production

industry we included quantity of oil produced aseadogenous variable into the GCC
individual model.



Aleksandr s Balzins, Ger mans L apsa

Figure 2. Global oil production
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4, Data analysis

Estimation of the individual VARX* models relies the following assumptions: 1)
all country-specific variables are integrated afesrone (0i(1)); 2) foreign variables are
weakly exogenous; 3) the parameters are time-iamarSince these assumptions need to
hold to coherently build the global VAR model, wawnassess the validity of each

assumption.

4.1. Unit root test

Even though the GVAR can be solved for stationawy/ar non-stationary variables,
we follow Dees et al. (2007) and assume that alhbtes are integrated of order one to allow
for both short- and long-run relationships with thiter interpreted as cointegration relations.
Although an ADF test is probably the most populawice in the literature, it has been shown
that it has weak statistical power (see, for insgaih.eybourne, Kim, and Newbold (2005)),
struggling from the near observation equivalenodi@m (for more details see Campbell and
Perron (1991); Cochrane (1991)). That is why wéeid employ a weighted symmetric ADF
test developed by Fuller and Park (1995). The W3-Adkes into account the time
reversibility of stationary AR processes and thenehas higher statistical power than the
traditional ADF test (Fuller et al., 1995). PanfuBonzalez-Farias, and Fuller (1995), among
others, support this argument by showing that wemlsymmetric version is more
statistically powerful than the conventional ADFdasther alternatives. Optimal lag length
for the test is chosen with AIC to avoid the autoelation problem in the residuals. Test
results suggest that most variables under studineegrated of order one, which allows us to
proceed with estimation of cointegration relatiagpshTables with results for both domestic

and foreign variables are provided in Data Apperadix

4.2. Weak exogeneity test

Since foreign variables are treated as exogenari$aeitly assume that domestic
variables have no effect on their foreign counteaspa the long run. We check the
legitimacy of this assumption by performing the Wweaogeneity test described in Johansen
(1991) and Harbo, Johansen, Nielsen, and Rahb@&8)1%heoretical foundations of the test
are explained in Technical Appendix 1 and the tesare reported in Table 5. Weak

exogeneity is rejected for foreign inflation in dapand oil price in Poland and Russia. There
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is little reason, however, to believe that Japandrainfluence on global inflation and that oil
is endogenous in Poland. Although Russia is anggrarperpower that produces
approximately 12 percent of the global output (B®15), time has shown that it has no
pricing power unlike US and OPEC (see, for insta@reenspan (2015)), therefore we can
reasonably assume that oil is exogenous in RuBB&se strange results can possibly be
explained by the small sample size (Briggemann2280d thus should not affect our

model.

Table 5. Weak exogeneity test

Country | Ftest y* * eq” Ts 4 Poit Qoil

China F(2,38) | 0.35 1.27 2.48 0.49 1.65 0.67 0.54

Denmark| F(3,35) | 0.50 0.36 1.03 1.09 1.35 0.29 0.20

Estonia | F(1,43) | 0.09 0.88 0.91 0.67 1.00 1.49 0.03

EU F(2,36) | 1.35 0.03 1.42 0.53 3.06 0.14 0.60

GCC F(2,39) | 0.79 1.81 2.58 0.13 0.81 0.22 -

India F(2,38) | 0.31 0.02 0.81 0.85 0.29 0.02 0.04

Japan F(2,36) | 0.33 3.68" | 0.34 0.05 0.70 2.19 0.91

Latvia F(2,40) | 0.42 0.31 0.73 0.79 0.14 0.67 0.47

Lithuania| F(2,40) | 0.69 0.23 1.60 0.51 0.89 0.12 1.33

Norway | F(3,41) | 0.14 0.76 0.11 0.19 0.66 0.48 0.36

Poland | F(1,39) | 1.63 2.71 0.72 0.00 0.02 8.79* | 1.00

Russia | F(1,39) | 0.10 1.89 1.90 0.01 2.33 5.02* | 0.06

Sweden | F(1,37) | 0.48 0.44 0.31 0.89 1.80 1.49 0.41

UK F(1,42) | 0.03 1.20 0.00 0.00 0.37 1.15 0.19

US F(2,38) | 081 |067 |- - - - 0.01

Created by the authors

4.3. Structural stability test

The presence of structural breaks has been amengdbt significant problems in
econometric modelling for decades (see, for ingaklashimzade and Thornton (n.d.); Lucas
(1976)). The problem is especially pronounced foerying economies that have gone
through a handful of political and social chand&gen though, it is a widely known fact that

estimation procedures are complicated by the poesehstructural breaks, there is no
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acknowledged method that can be applied to modelkdsryet. Even if breaks can be found
in data, it is extremely difficult to construct adel that will incorporate the possibility of

breaks occurring in future periods (see, for instaiClements and Hendry (1998)).

Dees et al. (2007) accentuate that the global V@A\&s0 not immune to this problem.
The GVAR, however, is more renitent to breaks thiample reduced-form single-equation
models because of the presence of foreign variablesuntry-specifidZ ARX* models (Dees
et al., 2007). The reason for that is the so-caletireaking which was first discussed by
Hendry (1996). The idea is that if a structuraldires passed on to foreign countries, then
this information is already incorporated into exoges variables in the model. This holds
because in the GVAR setting foreign variables aamt@mporaneously affect domestic

variables (see also Osorio and Unsal (2013)).

Since there is no general agreement on the bestosagt for structural stability, we
follow Dees et al. (2007) and use a set of paransedbility tests. Theoretical foundations of
the tests can be found in Technical Appendix 2.dfdhe tests except @K, ,andPK,, s,
we also provide heteroskedasticity-robust modiftce. The results are provided in the Table
6 below. It can be seen that they are quite velgpiarticularly, QLR, MW, and EW reject
parameter constancy in more than 30 percent afabes. Nevertheless, heteroskedasticity-
robust versions of EW and QLR fail to reject partenstability in 100 percent of the cases
and MW identifies breaks in less than 2 percenhefcases. BotAKj,,, andPK,,, reject
parameter stability in less than 18 percent ofctiees and Nyblom in 11 percent of the cases.
When allowing for heteroskedasticity, the resuttsNlyblom do not significantly change (9
percent of rejections). Based on that, we can caolecthat most of the identified breaks can
be attached to the error variance, rather than hpaaameters (Di Mauro et al., 2013).
Thereupon, we follow Dees et al. (2007) and uséotwgstrap procedure to compute values
and confidence bands for the construction of imputsponse functions, since point

estimates would provide inaccurate results.
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Table 6. Structural stability test

Test statistics y v eq Ts 7 Total
PKgup 1(6.7) |3(20) |[2(20) |0(0) 3(30) |9(14.3)
PKpnsq 1(6.7) |4(26.7) |1(10) |0(0) 5(50) |11(17.5)

Nyblom 1(67) [1(67) |1(10) |2(154) |2(20) |7(111)

Robust Nyblom | 0 (0) 1(67) [1(10) [3(23.1) |1(10) [6(9.5)

QLR 4(26.7) |2(13.3) |4(40) |7(53.8) |5(50) |22(34.9)

Robust QLR | 0 (0) 0 (0) 0(0) |0(0) 0(0) |0(0)
MW 3(20) |2(133) |4(40) |6(46.2) |5(5) |20(317)

Robust MW | 0 (0) 0 (0) 000) |1(7.7) |00 [1(16)
EW 4(26.7) |2(13.3) |5(05) |8(615) [5(50) |24(38.1)

Robust EW | 0 (0) 0 (0) 0(00) |0(0) 000) |0(0)

Created by theauthors

4.4. Long-run relationships and model stability

Integrated time series processes are said to heegoated if a linear combination of
them has a lower level of integration. To find d¢egration relationships we use Johansen test
(1991). We use the critical values reported in Maadkin, Haug, and Michelis (1999) and
choose trace statistics over maximum eigenvaluausecit has been shown that the former is
more statistically powerful when applied to smaliples (see, for instance, Litkepohl,
Saikkonen, and Trenkler (2001)) and is more robusepartures from normal errors (see
Cheung and Lai (1993)). To check the validity dfreated long-run relationships we looked
at the time profiles of their responses to a systéte shock that are known in the literature
as persistence profiles. Persistence profiles engatl from the GVAR expressed as a
moving average process (Dees et al., 2007) andfiwstréntroduced by Pesaran and Shin
(1996). In line with Cesa-Bianchi, Pesaran, Rehwwi Xu (2012) and Feldkircher (2014)
we then adjust the cointegration rank for eachviddial model until all persistence profiles
converge to 0 within the space of 10 to 15 quarfess is done to ensure stability of the
model and to lower the possibility of overestimataf the number of cointegration vectors,
since Johansen test monumentally relies on asyiomiaperties (Johansen, 1988). Moduli
of obtained eigenvalues suggest that the consttuntalel is stable, as they all are less than
or equal to one. Impulse responses support thaekssince they all approach some

asymptotes as time passes, which means that tbk dbes not have a persistent effect.
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Lag orders and cointegrating relations for eachntgespecific model are reported in
Table 7.

Table 7. Cointegration relations and lag orders

VARX" orders Cointegrating relations;)
Country pi U
China 2 ! :
Denmark 2 ! °
Estonia 1 ! .
EU 2 ' i
GCC 2 ! i
India 2 ! .
Japan 2 ! i
Latvia 2 ! ’
Lithuania 2 ! °
Norway 1 ! >
Poland 2 ! i
Russia 2 ! i
Sweden 2 ! '
UK 1 ' -
Us 2 ! i

Created by the authors
Persistence profiles are provided in Figure 3 below

Figure 3. Persistence profiles

e e

Sour ce: created by the authors
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5.  Analysis and discussion

This section is split into two main parts each aonihg the analysis of supply and
demand shocks. Discussion provided in these subseds based on results of impulse
response functions from our GVAR model. For conuess, we depict only several figures
containing impulse response functions in this secthll other impulse response functions
scrutinized in order to build up the analysis @aet provided in Data Appendices 4 and 5, for

oil supply and demand shocks respectively.

5.1. Supply-driven shock

Real GDP

Short-term effects of a negative oil supply shooktte real economy noticeably
differ for various groups of countries, while irettong run all countries in the sample
experience a fall in economic activity. Following @il supply disruption developed net oil-
importing countries experience a decrease in lefvedal output. The obtained result
coincides with previous findings of Peersman e(2012) discussed in the literature review
section. Furthermore, as previously mentioned énliterature review part devoted to
transmission channels increase in oil prices mgigiatively affect output of oil-importing
countries through raised production costs and daegb&vel of productivity, which harms

growth prospects and the rate of employment (Tarad ,e2009).

The EU and the US are the major oil consumersenmbrid, on average constituting
approximately 40 percent of the world oil consumptduring the period 1999-2013 (BP,
2015). In spite of similarities between these eooies, real GDP response to the shock is
two times higher in the EU. This might be partiadlyplained by the fact that the US does
possess considerably higher amount of proven sdrves (BP, 2015). The US has strong
trading relationships with China, but the EU gragues relatively more within itself and
with other European countries. In comparison tooparChinese economy performs well
after a supply shock. Thus, adverse shock effecta® US economy might be mitigated
through trade linkages with China.

Chinese and Indian economies perform remarkably/ retsitively to other economies.
In the short-term China even displays a rise ih@2P. In 2013 China’s crude oil
consumption share of all fuel types used to meetnergy demand was only 17.8 percent

(BP, 2015). This indicates that as opposed to ahergy importing countries China is less
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dependent on crude oil and its price level. Moregtlgoughout the sample period China has
become more dependent on coal and has managealdiacprthe amount of coal almost
equal to the domestic consumption. To be more peeai 1999 China constituted 30.1
percent of the total world coal production share 28.8 percent of coal consumption share,
and in 2013 these shares changed to 47.4 and d&8m respectively, and both average
consumption and production shares over the styskedd are close to 39.4 percent (BP,
2015). As shown in the trade matrix both China esyecially India are intensively trading
with oil exporting countries. The latter has eestablished a free trade agreement with the

GCC countries.

Initially, the most pronounced positive reactionGiDP to a negative oil supply shock
is observed in Russia. The GCC region also hasiéiymresponse of GDP to this shock in
the short-term. This result is as expected fronerg\of previous studies, and might be
explained by higher oil revenues gained by oil etipg countries. As a result of wealth
transfer effect described previously in this paperconsumer demand of oil exporters might
increase (Tang et al., 2009). Nevertheless, pestifects disappear over time and the impact
of a negative supply shock on the economies oatbeementioned oil exporting countries
becomes negative in the long run. Initial hikdRofssian real output is followed by a
sufficiently significant drop of GDP in the longmuwith a magnitude of decrease similar to
majority of European countries. As shown in theléraveight matrix Russia trade intensively
with other EU country members, and thereby mightégatively affected due to the

decreased foreign economic activity in the long run

Since 1999 the crude oil production level in the kii§ been constantly decreasing,
and net exports of oil has been falling as well,(B®L5). In 2005 the level of oil production
approximately aligned with consumption in the coynand after that year the UK became
oil importing country rather than exporting. Norwaryd Denmark represent countries that
have been net oil exporters throughout the whaiepsa period, but their economies are
negatively affected as a result of oil supply digien. While Norway is performing better
than most of European countries, the reaction ofnsk is similar to European peers in the
long run. Despite being a net oil exporting cou@gnmark’s negative reaction might be
attributed to the small oil production share in pamson to main oil producers, and to the
fact that petroleum products do not comprise aifsogmt proportion of exports (The Atlas of
Economic Complexity, 2015). Crude oil productioncamt in Norway has decreased by 41.5
percent from 1999 to 2013 (BP, 2015). Besided) Bnmark and Norway are heavily
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involved in trading with European countries, whinfght have negative impact on their own

GDPs trough deteriorated foreign demand.

Inflation and interest rates

In the aftermath of oil supply shock the US, UKddndia tend to have comparatively
strong and long-lasting inflationary pressureghishort run most of European oil importing
countries also tend to have inflationary pressuresiever, the rate of inflation reverts
afterwards. On the one hand, initial increase mighéxplained by inflation effect. Oil price
can directly affect inflation as they might be wmi¢d into inflation indices. Also, as oil is a
significant factor of production costs are pushpdwhich should lead to a higher level of
prices as firms may decide either to produce lesscoease their prices. On the other hand,
deteriorating economic activity might signal a dingggregate demand which might be
used as an explanation of decreasing rate of imflam most European countries afterwards.
As for main oil exporters their reactions diffebstantially. The inflation rate of GCC region
constantly decreased due to a negative supply shdtle the Russia’s rate of inflation

initially hiked before the subsequent reduction.

As mentioned above the US had one of most strosijiy® reactions of the inflation
rates to a supply shock. Short-term interest rathis country increased, which might be
done in order to alleviate inflationary pressurethe EU country group long-term interest
rate was slightly positive in very short run, ahd tong-term rate has continued to gradually
decrease until the seventh quarter in which tHatioh rate began to stabilize as well.
Majority of short-term as well as long-term rateduced as a result of a supply shock. Given
that in the long term many countries experiencddfationary pressures due to possible
drop in the aggregate demand level, this findinghhbe interpreted as an action performed

by countries to boost their economies.

Stock market

A negative oil supply shock has a significant intpat stock market price
developments. The long-term changes in stock markegs are relatively larger when
comparing them to changes in other variables. Ripens because equities are inherently
volatile, and are significantly dependent on futexpectations of investors. As noted above a
negative supply shock has adverse effects on oofpubst countries already in the short
term. Deteriorating economic conditions might disame investors and compel them to

temporary reallocate their equity holdings to s#fpes of assets. Moreover, through the
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unexpected effect previously explained in the tn@iasion channels part, investment demand

might also decrease as a result of overall unceytaif future prices.

The Baltic countries

The Baltic countries face a long-term decline itpo1as a result of a negative supply
shock. The reaction of real GDP is similar amorgséhcountries, and in general, decline in
output is more severe than in any other countriesided in the sample. This possibly could
be explained by the openness of the Baltic countie high dependence on its trading
partners; therefore the countries suffer not ordyf direct effect, but also are affected
indirectly because of worsening conditions of timsighbours. Even though, shares of
renewable energy in final energy consumption fdwriaa Lithuania and Estonia are 37.1, 23,
and 25.6 percent respectively it does not helpdingithe harmful consequences of a supply
shock (Eurostat, 2015). Moreover, these countasquite heavily on oil and other fossil
fuel types, prices of which might highly correlafes shown in Figure 4 below our impulse
responses suggest that Latvia and Estonia sufantist, and the economy of Lithuania is
less affected. A possible reason for the reactfdritbuanian GDP might be partially
explained by highest share of trade with the Rass&deration. Furthermore, another reason
for that reaction might be that until the end 002Qithuania has been generating

approximately 77% of electricity on the nuclear powlant (IES, 2015).

Figure 4. IRFs of GDP reaction to a negative sugplyck. x-axis measured in
percentage points, and y-axis in quarters
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Out of three countries Estonia has the highesttioih spike in the short-term, and
both long- and short-term interest rates increasditis country to combat it. The reason

behind the spike could be that a significant praporof power in Estonia is generated using
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petroleum and gas obtained from oil shale (IES520At first the inflation rate in Lithuania

is positive, however, in comparison to Estonia batVia this rate moderately decreased and
turned out to be negative in the long-run. The tstesm interest rate in Lithuania became
negative after the inflation rate reversed. Latsiane Baltic country that does not experience
inflationary pressure after supply shock. Latviaffation rate started to steadily decrease
after a negative supply shock which correspondkeaaeaction of a negative reaction of

inflation rate.

5.2. Demand-driven shock

The results we obtained for oil demand shock magtlyn line with existing research
discussed in the literature review section. All miies except India in our sample experience
a short-run boost in real output and face longindiationary pressure. Real equity prices of
all countries for which data was available readifpeely to the shock. The results are quite
expected, since we tried to model an endogenowshodk driven by a positive change in
global economic activity. Central Banks should megpwith a more tightened monetary
policy to combat inflation, and we see that interages go up in most of the cases. Latvia
and Russia, however, are exceptions here. InifaByssia both short- and long-term interest
rates react negatively to an oil demand shockidhtrbe because expensive oil gives
significant boost to the whole economy and monepaticy therefore is loosened to catch
the momentum and accelerate growth. It can futeezxplained by the fact that although it
is officially declared by the Central Bank of Ras#iat its main goal is control of inflation,
historically the institute was caring more abow ¢éxchange rate (UN, 2014). Norway’s real
output increases by a very small fraction, whichuge a surprising result, however, one
should not forget that during an oil supercycledbantry accumulated huge wealth and
significantly diversified its economy. Apart froinat, it is rather difficult to come up with
good explanation of this impulse response moventer@ashin et al. (2014) Norway is the

only country in which real output drops as a restippositive demand shock.

We can see that China experiences the lowest griow#al output among all the
countries. This is not surprising, since it wasdssed previously that 70 percent of energy
consumption basket in the country is comprisedoal ¢BP, 2015), way below the world’s
average, therefore, we can expect that oil shoek dot have sizeable effect on the

economy. Movement of Indian real output is quitexpected, given that we tried to model
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the shock driven by global economic activity. Tisi€ven more surprising since the country

has implemented a handful of policies to facilitaele with GCC bloc.

Surprisingly, the Baltic States react on the densmatk with the highest increase in
output in the short-run. This increase, in pargtmibe spurred by economic growth of main
trading partners, especially, Russia, real outputhich increases by approximately the same
amount as a result of the shock. Inflation in Latand Lithuania increases by approximately
0.2 percentage points and more than 1 percentageipdstonia in the long-run, which is

not a significant pressure given the target lev@hftation in the EU.

Figure 5. IRFs of GDP reaction to a negative sugplyck. x-axis measured in percentage
points, and y-axis in quarters
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6. Robustness of results

The decision to perform the analysis using fixedgivis was based on the notion that
changes in trade weights are rather gentle ane ttemnges are usually antagonized by the
comovements of the macroeconomic time series wiigkes foreign variables computed
with fixed weights not very different from the valles computed with time-varying weights
(see, for instance, Dees et al. (2007)). To agkes®bustness of the results we ran the model
with three-year rolling averages of trade figui¥® obtained similar persistence profiles and
test results that are not reported for conveniefinether robustness check that is often
performed in the GVAR literature is exclusion oé thlobal financial crisis from sample and
re-estimation of the model. Unfortunately, thisicg possible in our case because the time
span of our dataset is relatively narrow. Howetleg, GVAR has been found to be robust to
exclusion of this time period in most of the exigtresearch (see, for example, Eickmeier et
al. (2015)).
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7. Limitations of the research

We believe that the most significant limitationaafr research is inability to measure
the effects of the supply shock to the full extesimice our dataset comprises the events that
had the least significant effects on the levelibpoces of all geopolitical tensions that
caused supply disruptions. This is obviously beedhe Baltic States regained independence
in the early 1990s, in the aftermath of the mapitical events that had the most sweeping
supply-side effects on the oil market. Most of thexm included in the data used in the

existing literature on identification of oil suppiynd demand shocks.

Next limitation of the paper is inability to idefytithe positive supply shock using
sign restrictions, since there was not a singledurang the past 20 years identified in
structural literature. Current OPEC oversupply matsyet left its mark in the data and
therefore can only be modelled to a very limitettak Therefore, we leave it for future

research when more data is going to be available.

Another limitation is data unavailability for mast the GCC countries, which left us
with annual data that we had to interpolate. Altifguthis is not the best method to deal with
missing values, it was applied previously in theAR/modelling (see, for instance, Smith

and Galesi (2014)) and did not seem to cause gnyfisant problems.

Finally, we did not impose any elasticity restacts, which become trendy in the
recent demand/supply shock identification literat(that was done, for instance, in Cashin et
al. (2014)).
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8. Conclusions

In the study we applied the sign restriction teghrito the GVAR model comprised
of 17 individual country models, covering around« 6f the global gross domestic product,
to disentangle supply and demand shocks in ordasgess their distinctive effects.

Our results demonstrate that the modelling of gkroil price shock is not enough,
rather the fundamental driver behind a shock t@ide is essential to correctly assess the
effects on main macroeconomic aggregates of thetdesa. More specifically, negative oil-
supply shock and positive demand shock affectqibeters and oil importers in a different

manner.

We show that oil-price driven economy of Russidessffrom a negative supply
shock in the long run and therefore provides ndeugainst negative direct effects that the
Baltics experience. The demand shock, howeverltsasusignificant higher than average
short-term gain in economic output and long-terffationary pressure. Part of the increase
in economic activity can be attributed to indireffects stemming from relationships with the

main trading partners and Russia in particular.

For further research we would suggest to put aafthii constraint — elasticity bound
on oil, which has recently been widely employethi@ research. Addition of more oil
exporters and expansion of the time period of #mee might be beneficial for the

performance of the model.
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Data Appendix 1. Data sources

Table 8. Data sources

Data series

Countries

Source

GDP

Quarterly GDP
Index

AUSTRIA, BELGIUM,
CHINA, DENMARK,
ESTONIA, FINLAND,
FRANCE, GERMANY,
GREECE, INDIA, IRELAND,
ITALY, JAPAN, LATVIA,
LITHUANIA,
NETHERLANDS,
NORWAY, POLAND,
PORTUGAL, QATAR,
RUSSIAN FEDERATION,
SPAIN, SWEDEN, UNITED
KINGDOM, UNITED
STATES

Annual GDP Index

BAHRAIN, KUWAIT,
OMAN, SAUDI ARABIA,
UNITED ARAB EMIRATES

IMF IFS

CPI

CPI Quarterly

AUSTRIA, BAHRAIN,
BELGIUM, DENMARK,
ESTONIA, FINLAND,
FRANCE, GERMANY,
GREECE, INDIA,IRELAND,
ITALY, JAPAN, KUWAIT,
LATVIA, LITHUANIA,
NETHERLANDS,
NORWAY, OMAN,
POLAND, PORTUGAL,
QATAR, RUSSIAN
FEDERATION, SAUDI
ARABIA, SPAIN, SWEDEN,
UNITED KINGDOM,
UNITED STATES

IMF IFS

CPI Quarterly

CHINA

OECD

CPI Annual

UNITED ARAB EMIRATES

UAE NATIONAL
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Data Appendix 2. Unit Root Tests

Table 9. Unit Root Tests for the domestic variables at the 5% Significance Level

Domestic Critical

Variables Statistic |Value |CHINA | DENMARK |ESTONIA |EURO |GCC |INDIA [JAPAN |LATVIA |LITHUANIA |NORWAY |POLAND |RUSSIA |SWEDEN |UK |USA
y (with trend) | apF 35 | -16 22 20 | -26 |29 17| 28| 22 22 22 29 15 20 [-17(-19
y (with trend) | ws 32 | -19 23 16 | 22|13 14 | 29 | 24 23 22 30 12 21 |-08[-18
y(notrend) |apF 29 | 05 18 21 | -18]03|-02] 18] -15 19 12 03 20 12 |-20(-10
y(notrend) |ws 26 | 09 11 0.4 00 [-03| 11 | -09 [ -08 02 13 0.4 1.0 06 |13(11
Dy ADF 29 | 23 36 31 | -34 |20 37| 46 | 20 36 -85 25 -39 40 |-38(-34
Dy ws 26 | -26 3.8 34 | -33|-21| 39| 48| 23 37 87 26 -4.1 42 |-3.7(-29
DDy ADF 29 | 96 -10.8 79 | 59|56 68| 58| 56 -89 67 -110 | -74 87 |-5.0[-48
DDy ws 26 | -100 | -109 82 | 61|56 64| 62| -59 9.1 7.0 -108 | -76 90 |[-51(-49
dp (with

trend) ADF 35 | -45 -45 59 | -48 | -25]-43| 41| 26 26 57 4.0 538 40 |-53[-52
dp (with

trend) ws 32 | -49 -47 63 | 51| -28[-44| -45 | 28 238 59 29 -4.0 42 |-55(-55
dp (no trend) [ ADF 29 | -39 -45 60 | -45|-20[-14 | 39| 26 27 57 43 18 40 |-41(-51
dp (no trend) [ ws 26 | 41 -45 64 | -49 |20 11| 42| 28 27 59 26 0.1 42 |-42(-53
Ddp ADF 29 | 56 -8.0 69 |51 |-48|-79| 87 | 54 48 96 42 638 78 |-73[-62
Ddp ws 26 | 58 82 73 | 54| 50| 82| 90| 55 5.1 99 45 59 80 |-7.8(-67
DDdp ADF 29 | -102 6.4 62 |[-137]| 08| -81|-133| -66 74 64 6.8 66 63 |-75(-83
DDdp ws 26 | -106 6.6 66 |-141]-100| -83 | -137 | -6.9 7.8 66 6.0 69 65 |-85(-88
eq (with

trend) ADF 35 | 27 27 25 21 | 21 22 29 36 [-24(-21
eq (with

trend) ws 32 | 23 29 27 22 | 24 25 238 30 [-24(-21
eq (no trend) | ADF 29 | -12 17 21 10 | 22 19 26 30 [-25(-24
eq (no trend) |ws -2.6 -1.6 -1.6 -2.1 -1.3 -2.3 -1.9 -2.7 -29 -2.0]-20
Deq ADF 29 | -38 48 4.4 36 | 50 5.1 32 44 |-44|-44
Deq ws 26 | -40 -49 46 39 | 51 53 35 38 |-47(-46
DDeq ADF 29 | -104 -85 63 73 | 71 63 63 58 |-62(-64
DDeq ws 26 | -105 8.7 6.6 68 | 74 67 65 60 |-66(-68
trend) ADF 35 | -32 238 21 | -35 |32 25 | -26 22 3.0 29 38 [-24(-39
trend) ws 32 | 35 27 24 | -39 |32 28 | -29 24 3.0 24 40 |-25(-41
st(no trend) |apF 29 | 22 -15 18 | 24 | 27 26 | -19 13 24 32 22 |-14(-33
st (no trend) |ws 26 | 24 18 20 | -24 |19 28 | 20 038 -14 21 24 |-14(-30
Dst ADF 29 | -44 4.1 38 | -39 | -45 35 | 67 5.0 38 72 45 |-46(-3.0
Dst ws 26 | -46 42 42 | -39 | -a6 35 | -69 -45 37 72 -45 |-45(-30
DDst ADF 29 | 82 5.8 50 | -70|-71 -113 | -66 64 6.8 62 77 |-85(-76
DDst ws 26 | -85 -4.8 54 | -68|-75 -117 | 71 67 6.6 57 80 |-87(-79
It (with trend) | ADF 35 238 ‘16 | -27 21 | 23 25 46 35 |-26(-28
It (with trend) [ ws 32 27 15 | -29 10 | 26 24 12 34 |-26(-31
It (no trend) | ADF 29 11 15 | -20 25 | 18 11 5.0 14 |-14(-20
It (no trend) |ws -2.6 -1.3 -0.2 -2.1 -0.8 -1.8 -13 -0.1 -15 |-14]-12
DIt ADF 29 6.0 46 | -45 51 | -60 56 73 63 |[-59(-42
DIt ws 26 5.4 44 | -33 53 | -61 56 16 58 |[-59(-39
DDIt ADF 29 6.8 74 | -65 66 | -89 75 -45 71 |-71|-64
DDIt ws 26 65 75 | 58 68 | 91 7.8 52 62 |-69(-65
Sour ce: created by theauthors
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Table 10. Unit Root Tests for the foreign variables at the 5% Significance Level

Foreign

Variables Statistic | Critical | CHINA | DENMARK | ESTONIA | EURO |GCC |INDIA |JAPAN |LATVIA [ LITHUANIA [ NORWAY |POLAND [RUSSIA |SWEDEN [UK  |UsA
ys (with trend) | ADF -345| -254 -203| -1.47]-1.94|-1.79| -2.14| -137| -1.78 -1.85 249 -239] -216| -1.87|-235| -1.63
ys (with trend) | ws -3.24| -250 -180| -1.64] -2.03|-2.07|-2.40| -1.73| -1.70 -1.69 223  -214| -216| -161|-223| -1.94
ys (no trend) | ADF -2.89| -097 -142| -1.27] -094|-0.76| -057| -0.77| -1.65 -1.23 -127|  -157| -103| -155|-1.16| -0.94
ys (no trend) | ws -255| 085 0.84 046| 0.78| 092 035 0.68| 041 0.59 0.58 069 077 0.80| 071 079
Dys ADF -2.89| -3.69 -318| -3.34|-358|-359|-2.86| -352| -3.24 -2.93 -334| -355| -328| -3.25|-346| -3.69
Dys ws 2255 -3.71 -306| -3.34]-3.60|-351|-3.10| -3.73| -3.46 -3.14 -323]  -355| -330| -3.21|-338| -3.86
DDy ADF -2.89| -556 -593| -461|-632|-6.64| -6.10| -6.74| -6.96 -4.86 512 -585| -576 -6.31|-587| -7.19
DDy ws =255 -5.81 -6.18| -4.93|-657|-6.74| -631| -7.04| -7.18 -5.04 535] -609| -6.00| -656|-6.11| -7.46
dps (with

trend) ADF -345| -4.89 -449| -400| -4.48|-5.76| -3.09| -3.68| -3.38 -4.25 -456| -476| -440| -471|-475| -3.66
dps (with

trend) ws -3.24| -5.10 -483| -433|-455|-599|-333| -391| -354 -3.90 -491| 511 -474] -504|-510| -3.89
dps (no trend) |ADF -2.89| -4.91 -448| -3.75|-452|-453|-3.03| -359| -3.27 -3.42 463 -386| -442| -456|-473| -3.48
dps (no trend) | ws -255| -5.11 -481| -3.99|-452|-455|-3.20( -3.79| -3.29 -2.38 -496| -4.02| -473 -482|-507| -3.63
Ddps ADF -2.89| -6.47 -544| -6.58] -5.38|-6.27| -5.13| -5.49| -5.15 -5.06 -535] -503| -5.08| -574|-526| -5.68
Ddps ws -255| -6.86 592| -6.83|-593|-6.58|-535| -5.71| -5.70 -5.58 577 -559| -551| -6.27|-5.75| -5.90
DDdp ADF -2.89| -7.28 -6.07| -11.45] -6.93|-8.69| -6.18| -6.36| -5.86 -5.71 658 -557| -644| -590|-636| -6.37
DDdp ws =255 -7.69 -638| -11.74| -7.42|-9.19| -6.55| -6.84| -6.38 -6.10 695 -579| -6.81| -6.20|-6.70| -6.76
eqgs (with trend) [ ADF -345| -2.44 -250| -2.85| -2.66|-2.60| -2.61| -2.82| -2:50 -2.49 250 -247| -250| -248|-249| -256
eqgs (with trend) | ws -324| -2.66 -2.74| -2.85|-257|-267| -2.54| -2.40| -2.74 -2.73 272 -273| -265 -272|-2.72| -2.49
egs (no trend) |ADF -2.89| -253 -255| -3.07] -2.34|-2.37| -2.63| -2.21| -2.53 -2.49 255  -235| -258| -2.53|-252| -237
egs (no trend) ws =255 -251 -268| -2.82|-2.49|-259| -256| -2.28| -2.68 -2.60 -261| -240| -261| -2.70|-259| -2.48
Degs ADF -2.89| -457 -440| -440|-457|-479| -4.68| -491| -445 -4.45 -436| -441| -455| -451|-450| -4.80
Degs ws -255| -4.75 -458| -456| -4.80|-4.99| -491| -5.15| -4.65 -4.65 -454| -459| -476| -471|-469| -5.03
DDeq ADF -2.89| -6.37 -757| -6.02| -7.96|-8.25| -8.17| -8.82| -6.08 -6.11 739 -750| -7.82| -7.68|-7.67| -851
DDeq ws -255| -6.68 -772|  -6.33] -8.25|-8.55| -8.46| -9.08| -6.39 -6.43 758 -765| -807| -7.90|-7.87| -8.80
sts (with trend) | ADF -345| -3.97 391 -3.77| -4.22|-3.02| -4.23| -468| -3.05 -2.16 359  -399| -394| -426|-407| -350
sts (with trend) | ws -324| -4.10 -419| -4.13| -435|-327| -4.24| -464| -338 -2.38 -387| -429| -422 -453|-432| -3.77
sts (no trend) | ADF -2.89| -3.16 214 -201] -3.12|-2.62| -2.86| -391| -2.11 -2.05 -1.93|  -243| -258| -199|-2.10| -2.95
sts (no trend) | ws -255| -2.88 -213| -204| -2.43|-2.54| -2.16| -3.60| -1.83 -1.06 -1.93|  -247| -256| -1.88|-1.79| -2.99
Dsts ADF -2.89| -3.27 -297| -2.54| -2.86|-3.06| -2.85| -2.77| -3.14 631 -3.10| -257| -353| -355|-363| -2.78
Dsts ws 2255 -2.72 -287| -2.68] -2.59|-2.96| -2.69| -2.55| -3.37 -6.25 299 -251| -363| -3.53|-362| -2.80
DDst ADF -2.89| -8.82 -6.83| -1007| -357|-6.80| -6.61| -8.20| -7.86 -8.19 -6.93| -1077| -570| -7.93|-7.03| -6.97
DDst ws =255 -9.02 -706| -9.65| -3.12|-7.07| -6.86| -8.44| -7.69 827 -718| -11.08| -579| -8.20|-7.14| -7.23
Its (with trend) |ADF -345| -5.80 -251| -3.86| -4.25|-2.69| -3.55| -6.48| -3.59 -4.10 -301| -366| -275| -3.68|-2.62| -451
Its (with trend) |ws -324| -076 -232| -090| -097|-2.03| -1.56| -0.71| -0.85 -1.10 -2.93 -095| -3.00| -143|-199| -1.08
Its (no trend) [ ApF 289 -5.91 -188| -3.66]-3.72|-2.86| -3.28| -3.82| -3.94 -451 -157]  -360| -176| -3.71|-238| -4.79
Its (no trend)  fws 255 112 -0.04 0.88| 0.70(-0.90( 0.78| 0.86| 073 024 -0.13 0.79| -150 068| 002 o084
Dlts ADF -2.89| -3.77 -704| -493|-513|-3.70| -4.12| -3.81| -4.52 -5.86 -705| -467| -483| -412|-685| -3.83
Dlts ws -255| -3.68 -650| -4.05|-3.59|-3.86| -4.36| -3.62| -1.78 -1.71 654 -402| -370| -438|-632| -3.97
DDIt ADF -2.89| -6.45 -624| -734]-735|-6.66| -5.97| -6.56| -4.35 -4.22 615 -730| -6.75| -593|-6.27|-10.19
DDIt ws -255| -5.86 585| -6.60| -6.61|-6.96| -5.78| -5.76| -5.38 527 579 -657| -6.19| -587|-5.88| -9.33

Sour ce: created by theauthors
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Data Appendix 3. Individual model specifications

Table 11. Individual model specifications

Models Domestic variables Foreign variables
CHINA y dp eq st y* dp* eq* st* It*
DENMARK [ y dp eq st It y* dp* eq* st* It*
ESTONIA y dp st It y* dp* eq* st* It*
EURO y dp eq st It y* dp* eq* st* It*
GCC y dp st Oil quantity y* dp* eq* st* It*
INDIA y dp eq It y* dp* eq* st* It*
JAPAN y dp eq st It y* dp* eq* st* It*
LATVIA y dp st y* dp* eqgq* st* It*
LITHUANIA| v dp st y* dp* eq* st* It*
NORWAY | vy dp eq It y* dp* eq* st* It*
POLAND y dp eq st y* dp* eq* st* It*
RUSSIA y dp st It y* dp* eq* st* It*
SWEDEN y dp eq st It y* dp* eq* st* It*
UK y dp eq st It y* dp* eq* st* It*
USA y dp eq st It OQilprice | y* dp*

Source: created by the authors
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Data Appendix 4. Impulse response functions to a negative supply
shock

Impulse response functions to a negative supplglstuith 5000 bootstrap replications. X-
axis is measured in percentage points, and y-apgts number of quarters. Abbreviations

med, Ib, and ub deciphered as median, lower baamil upper bound respectively.
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The rate of inflation
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Equity index
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Short-term interest rate
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Data Appendix 5. Impulse response functions to a positive demand
shock

Impulse response functions to a positive demandkstvith 5000 bootstrap replications. X-
axis is measured in percentage points, numberartens are depicted on y-axis.
Abbreviations med, Ib, and ub deciphered as metbarer bound, and upper bound
respectively.
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The rate of inflation

China Denmark
0.007 0.005
0.006 0.0045 .
-’ K o™
0.005 ’~“_¢- - 0.004 P Y
" 0.0035 _--
0.004 - '—_,o 0.003 '—,f
0.003 ’l Y 0.0025 ’,’
0.002 0.002 L, _~
0.001 /\,- 0.0015 4
0 N 0.001 AN_—
‘\ - - - 0.0005 _
-0.001 e e arccc e ———- 0 ~e———
-0.002 -0.0005
0 4 8 12 16 20 24 28 0 4 8 12 16 20 24 28
—— e eeee|) eaeeeybh — e eeee|) aeeeh
Estonia EU
0.05 0.006
0.045 - ”
0.04 '-,—"’ 0.005 ’_,«“’~
- -
0.035 o= o=
0.03 JPtad 0.004 e
- P
0.025 g ,»”°
0.02 ”,/ 0.003 ”—
0.015 ’,’ 0.002 ~=’
001 "
0.005 ,K/-—’f 0.001 N—
0 P el et X R -
-0.005 0 \-----—---—-~—~-—--—--
0 4 8 12 16 20 24 28 0 4 8 12 16 20 24 28
— el eeee|) eaeeeybh — el eeee|) eaeeebh
GCC India
0.012 0.005
0.01 0.004 -
-'_-a- '-’_-'~‘
0.008 =" 0.003 --=
- [} Y 2
- 0.002 \ -
0.006 -~ 'l N -
e 0.001 ,/\‘—'
0.004 ", 0 [N f——
,° I NV
0.002 /, -0.001 " \\ ,‘s-‘-~—--—~-----~-
0 F s sss===c=====- |-0.002 N
-0.002 -0.003
0 4 8 12 16 20 24 28 0 4 8 12 16 20 24 28
— N eeee|) eaeeey)h — e eeee|) eaeeeh




Aleksandrs Balzins, Ger mans L apsa

Japan Latvia
0.0045 0.016
0.004 ”..a-‘ 0.014 o=
- -
0.0035 == 0.012 o=
0.003 _--" 0.01 T
0.0025 -’ 0.008 -
0.002 4n_”7 ) P
- -
0.0015 ) g'gg: ,/
0.001 7\, 0.002 /
0'0005 '\ . ’4\,
0 - L Xy pa—— 0 == =5-""------------.------
-0.0005 -0.002
0 4 8 12 16 20 24 28 0 4 8 12 16 20 24 28
— e eeee|) eaeeey)h — e eeee|) eaeeeh
Lithuania Norway
0.014 0.003
r 'd
0.012 —e=="" J o005 1\ e o=
0.01 -7 I\ =~
. =" 0.002 I No
0.008 -~
PR 0.0015
0.006 7
PR 0.001
0.004 ,
V4
0.002 :7_,— 0.0005
I-~ 0 ."-
0 ¢ e, cchccccccacccame-- [4 “.-,-‘--—.-n—--o‘Q-’~-_
-0.002 -0.0005
0 4 8 12 16 20 24 28 0 4 8 12 16 20 24 28
— el eeee|) eaeeeybh — el eeee|) eaeeebh
Russia
Poland
0.014
0.0035 -
0.003 0.012 _e-="
—m—— -
0.0025 BT L 0.01 ’,v‘
0.002 POl PR
0.0015 "d’ 0.008 Lo
0.001 =<~ 0.006 o
0.0005 e
0 \\ 0.004 -
-0.0005 0.002 »~
-0.001 \___________ —eecccccccccaaaa
.0.0015 e ccaccecae Oﬁ"—“‘*
-0.002 -0.002
0 4 8 12 16 20 24 28 0 4 8 12 16 20 24 28




Aleksandrs Balzins, Germans L apsa 67
Sweden UK
0.007 0.01
0.006 _’_-—" 0.009 e
- 0.008 ="
0.005 =" 0.007 _--T
0.004 e 0.006 -
. 4 L4
-’ 0.005 o7

0.003 e 0.004 ’

’-' ,-'
0.002 ¢ 0.003
0.001 lf\/— 0.002 l/\/—
. - 0.001 £

N - e T occrcaccccacrcecmce oo -
0 - - - e» > a» e o 0

0 4 8 12 16 20 24 28 0O 4 8 12 16 20 24 28

— e eeee|) eaeeey)h — e eeee|) eaeeeh
USA

0.008
0.007 sor
0.006 _ee="=""
0.005 ’,——’
0.004 -
0.003 /7 M2
0.002 ’\/
0.001

0 \"’--—---——----‘-—--_--
-0.001




Aleksandrs Balzins, Ger mans L apsa

Equity index
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Technical Appendix 1. Weak exogeneity test

As discussed previously, foreign variableg Y are treated as long-run forcing (are
not affected by domestic variables in the long riinnplies that foreign variables have an
effect on endogenous variables, but are not affdegethem in the long run. By convention,
it also follows that the foreign variables shoutit he explained by the error correction terms.
Weak exogeneity test was introduced by Johansediljihd is carefully described in Harbo
et al. (1998). We test both foreign and globalaales that are treated as weakly exogenous.

For every component of x;, we construct the following regression:

* *

ri bi q;
* _ TN ! ! S*
AXjrp = aip + Z YijeECM;j 1 + Z ODis oA p_s + Z Yis oAK s T Eir e,
j=1 s=1 s=1

whereECM;j,_4,j = 1,2, ...,7; are error correction terms, apflandg; denote lag orders of
domestic and foreign variables. Lag length is detkasing AIC and differ from the one used
in estimation of individua¥ ARX™ models. We then test for joint significance oberr

correction terms using F-statistics to see whetjer= 0, j = 1,2, ...,; or not.

Technical Appendix 2. Structural stability test

We use three categories of tests to check if paemare stable over time: 1) tests
for time-varying coefficients; 2) tests rested ameilative forecast errors; 3) Wald-type tests
for a single break at a priori unknown point inginiNull hypothesis for all the tests is the
constancy of equation parameters over time. In emgttical terms, considéf" equation of

theerror correction model of countryi:
Yor = 0.2, + g (A.1)

You can see that the coefficieltg = (iee, Vjoe, Pnee 950¢) are now allowed to be time-
varying unlike it is in serial correlation test. &rhthe following null hypothesis is

tested 0,, = 0,. The difference lies in alternative hypotheses diféer across the tests.
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More specifically, we employ Nyblom’s test for sialp of parameters (Nyblom,
1989), maximal OLS cumulative sum statistic andritsan square variant (Ploberger &
Kramer, 1992), and Wald test and its variationsaim#/ald (MW), exponential Wald (EW))
that looks for a structural change at an unidegdifioint in time. Critical values for these
tests are calculated from bootstrap samples afahstructed GVAR model. Now each
category is described in more detail (full desonipiand performance assessment using
Monte Carlo simulations can be found in Stock arat3t/n (1996)):

Testsfor time-varying parameters
Nyblom (1989) was first to describe the test fordamly time-varying parameters.
The alternative hypothesis is that parametersviottindom walkf,, = 6,1 + 1.

Nyblom'’s statistic to test for parameter stabilgygiven by

T
L,=T"" Z SpeVi ' Spt
t=1

whereS,, = Yt_, z.e,s, where{e, } are the estimated residuals from (A.1), &pe:
(T71¥T., z,2))6F, whereg; = T~ ¥T_, e,. Hansen (1990) has derived the

heteroskedasticity-robust statistic by repladingithV = T~ ¥7T_, e2,z,z/.

Testsbased on cumulativeforecast errors
We use the maximal OLS CUSUM statistic develope®lmperger and Kramer

(1992). Let;(8) = 6, 1T771/2 Z£T=61] eps, Where {] is the greatest lower integer function. The

PK maximal CUSUM statistic looks as

PKsup = sup K#T(é‘)l
§€[0,1]

The mean square variation of the statistic looki®bsws:

1
Phonsq = | 4r(0)?ds
0

Wald test and itsvariations

The alternative hypothesis in the third categoriests is that parameter has a single
break at a time fractiofi throughout the sample. The date of break is tdeaseunknown a
priori, therefore the sequencBsg(t/T) fort = t,, ..., t; are computed to hereafter get
functionals of these sequences. We take threeelifféunctionals to ensure robustness of the

results. The Quandt (1960) likelihood ratio statist Wald form can be expressed as
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QLR = sup Fpp(6)

8€(80,61)
The mean Wald statistic (Andrews and Ploberger4},99ansen (1992)) is given by
(5
MW = Fpr(8)ds
8o

The Andrews-Ploberger (1994) average exponentidti\Atatistic looks as follows

EW =1In {f§1 exp (%th(6)> dc?}
8o

The symmetric trimming parameté¥) is set to 0.15. Heteroskedasticity-robust
estimates are obtained by using White’s (1980)rbekedasticity-consistent estimator to

computeF,+(6).



