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Abstract

This paper investigates the relationship betweecepnflation and wage inflation in the
Latvian economy. Several specifications of Grangausality tests are applied in two
approaches. The first approach investigates relstip between price inflation and
productivity-adjusted wage inflation. The secongrapch investigates relationship between
inflation of components of price index and produtyiadjusted wage inflation. The main
findings are as follows. Firstly, changes in praduty-adjusted wages lead to changes in the
price index. Secondly, labour cost-intensive goadgs, in contrast to labour cost-intensive
service prices, do not respond to changes in ptadlyeadjusted wages. In conclusion,
implications for policy are drawn based on thesdifigs and suggestions for further research
are offered.
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1. Introduction
The relationship between price and wage inflatmmmis the focus of this paper. The

booming economies of the Baltic States and pa#gitulLatvia have in recent years
registered record high rates of economic growthexekrienced increasing inflation, which
reached 14.1 per cent per annum in December 2QfiVijas Statistika, 2006). Inflation is
widely expected to continue rising until the middfe2008.

Theoretically, wage inflation is regarded as on¢hefmain factors that can cause
price inflation. The expectations augmented PHiltprve, which is the theoretical
cornerstone of our study, shows that wage grovatideo price inflation. However, workers,
given the tight labour market conditions, haverargj position in wage bargaining, and it is
clear that they demand pay increases that arasttéguivalent to expected inflation, which,
in turn, is quite close to past rates of inflat{@gnkovskis and Paula, 2007). Therefore, we
look at the interrelationship between prices andegavith the aim of uncovering the
direction of causality. To this end, we run Granggusality tests, which determine whether
or not one time series contains information thatloa used to predict the development of
another time series. Quantification of these refetihips would help to spot problems ahead
and modify policy decisions accordingly.

In Latvia, some components of the consumer pridexrhave risen particularly
sharply, and the relationship with prices may difmong them. It is also clear that it is hard
to predict the part of inflation that is not reldt@omestic economic variables. For instance,
fuel prices, which are an important cause of ifdlatcannot be predicted with an acceptable
degree of accuracy. Because of these reasons avwalsat this problem on a disaggregated
basis. Hence, our main research questiofibat is the nature of the causality between
price inflation and wage growth?’ Our secondary research questionAse disaggregated
data more informative about inflationary developmerts than the main macroeconomic
variables?’

In our paper we thus aim to estimate the natutbefinks between the
abovementioned variables. As a result, since ioflas a painful problem, we would like to
give our contribution to investigating and formiting economic rationale behind the policy
decisions affecting wages and prices in both th#ipand private sector. In late 2007, the
then government announced that fiscal austerigyudting but not limited to reduced
administrative wage growth, would be one of themaols to curb inflation. It had earlier

put in place an anti-inflation plan. In a U-turnwegthe current government has said that, in



Artiirs Kapepajs and Andris Punis Page 8 of 50

order to avoid a hard landing, the Latvian econo@gds a fiscal expansion and that no
additional measures will be taken to decreasetiafif DPA, 2008).

The rest of our paper is structured as followstiBe@ gives an overview of the
literature on inflation and its effects, and linkagbetween prices and wages. Section 3
develops a theoretical framework for our study. iNese introduce our dataset and analyse
several key macroeconomic variables that are ddotaur research. Section 5 outlines the
methodology of our study. The following two secBatevelop two models that link prices
and wages. The first model is a based on the wiodapetti (2005) and builds a model that
links prices and wages. The second model relatagpptiper by Brauer (1997) and is
concerned with disaggregated data, which leadsriora unconventional model. In Section

8 we discuss the results. Section 9 concludes iaed guggestions for further research.
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2. Literature Review
In this section we present review literature weehound most relevant for our research.

First, it is important to understand the role dfation in the decisions of economic agents
and how these decisions aggregate to determinsotirse of the whole economy. Second,
we summarise the key findings of the studies thatlinvestigated the link between prices

and wages. Third, we look at the articles that dethl the economy of Latvia.

2.1.Costs of Inflation
Some inflation is generally seen as acceptablaenitiable, and this is why even the

European Central Bank, whose main function is suen price stability by all means, ‘aims
at inflation rates of below, but close to, 2% other medium term’ (Monetary Policy,
undated). Also the Bank of England’s inflation &tregs 2% (Monetary Policy Framework,
undated). However, estimates of the cost of imffabound. For instance, by using
innovative computational methods, Burdick (199'pamts that reducing the annual rate of
inflation from 2.5% to 0% would lead to a rise retannual real GDP growth by 0.36%. In
turn, the Bank of Latvia has opted for the exchamage strategy for the implementation of its
monetary policy, pegging the Latvian lat to thecedrreviously, the lat was pegged to the
SDR, which is a basket of currencies (Bank of Lat@2007). This limits the ability of the
central bank to use other monetary policy instruisiesuch as interest rates, to achieve
internal stability and manage inflation.

It is often assumed that moderate inflatpar seis not harmful on the condition that
it can be correctly forecasted and taken into astby all relevant economic agents. A
problem arises when inflation becomes unpredictase¢his can seriously dampen economic
activity because individuals, enterprises and theeghment face uncertainty over the
outcome of their decisions. There are several adarthrough which inflation uncertainty
feeds into real economy. Elder (2000) summarisesitigative effects of inflation
uncertainty. First and foremost, it reduces theieificy of prices, which should signal
whether or not a particular economic activity skido¢ undertaken. As a result, economic
agents either abstain from undertaking that agtmitrisk misallocating their resources.
Further, inflation uncertainty blurs the differerfmetween nominal and real shocks, resulting
in similar consequences for the economy. Hencenwiiftation cannot be reined in, it
becomes increasingly hard to predict its exact ntage and the aforementioned effects kick
in. For instance, the author reports that an irsgéa inflation uncertainty of one standard

deviation reduces the output growth by 2% after tmanths.
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2.2.Links between Wages and Prices
There has been a lot of research to investigaks letween wages and prices, but empirical

evidence is still mixed.

Based on a sample period from 1952 to 1999, M&20@q) finds that ‘higher wage
growth does lead to higher future inflation, asdmted by the cost-push view.” He also
reasons that it is more useful to look at the m@tship between wages and consumer prices,
rather than at the GDP deflator, because the foisrtie most widely used measure of
inflation. An investigation of sub-samples revaalst wage growth does not explain
inflationary developments in times of low inflation

Hess and Schweitzer (2000) argue that lately attemias turned from unemployment
levels to wage growth as an indicator of imminefiation. But, based on US data, they find
little evidence to support the assumption thateased wages cause inflation, even though,
from a theoretical point of view, if unemploymembgds below a certain level, or the natural
rate of unemployment, this should cause frictiothmlabour market. This would then result
in higher wages, which would, in turn, cause indlatto rise. However, this is not what
happened in the US in the 1990s. Therefore, ecatsrhave turned their attention to wage
and compensation growth as a more appropriate tabatket indicator of forthcoming
inflation. The authors find little support for thieew that higher wages cause higher prices.
On the contrary, they find more evidence that higiteees lead to wage growth. Likewise,
Cassion and Joyce (2003) show that a number ofifabnarket indicators can be used for
inflation forecasting, and they find that wage gtioranger-causes inflation.

Zanetti (2005) constructs a quarterly time seresibminal hourly wages and unit
labour costs for the Swiss economy from 1975 onward] looks at the link between wages
and inflation in order to identify causality linketween the two variables. Thus, he is
interested in investigating the information contehthe wage dynamics for inflation
forecasting. The author finds that causality warkisoth directions; however, while prices
systematically influence wages, the influence ofj@son prices via cost-push inflation
depends on the choice of the sample period. Thadistrong in times of relatively high
inflation, but its explanatory power is rather lied when inflation is low. It also takes time
before the companies that have increased wagedbbréo make adjustments to the prices of
their final products, and this may not be possihle to competition or this will have take
place less often because there are costs assowiditechanging prices very frequently. At

least, a lag between the two events can be expé@teimust note that the author looks at
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causality in an econometric sense, thus we camialle about information content and have
to be cautious about causalggr se

Brauer (1997) notes that the compensation growtharservice industry can help
forecast price inflation for specific groups of\gees. He argues that by focusing on labour
compensation developments in private sector sesyvmee can forecast inflation more
precisely. This assumption is based on the prethaégghe CPI can be split into three broad
groups, which are heterogeneous with respect tetteagth of the link between prices and
wages. The same idea is echoed by Aaronson (280b)investigates how changes in
minimum wages affect prices in the fast food indust the US and Canada.

For ease of reference, this subsection of theatilee review is summarised in Table
28 in Appendix G.

2.3.Literature on Latvia
Several papers that discuss the variables we Ipok have been published quite recently,

but to our knowledge none focuses on the main gpresof this paper.

According to Vanags and Hansen (2007), inflatiohatvia is a sign of more
profound macroeconomic imbalances, as well asiauseproblem in itself. They argue that
the tightness of the labour market is one of thenmeasons why inflation has picked up.

Benkovskis and Paula (2007) contribute to the fitfftadebate by examining the
effect of inflation expectations, which have argyaiecome one of the driving forces behind
rising price levels in Latvia. They use a modeddzhon Vector Autoregression, but do not
analyse the actual mechanism of forming inflatinpextations. They find support for the
hypothesis that inflation expectations have adtatilly significant effect on inflation, and
the response to an increase in inflation expectatoxrcurs after 3 to 5 months. The authors
come to the conclusion that expected inflatioroigghly equal to the actual rate of inflation.

Zepa et al. (2006) identify a multitude of facttirat influence wages and salaries and
give a comprehensive overview of the labour mairkésatvia. They find that the most
significant factor that influences a person’s eaggiis their education. Such variables as
company size, its financial results, location amtlistry. However, these variables change
rather slowly and can be assumed to remain conistéiné short to medium term. The
authors also investigate the mechanism of wagerdetation and find that to a large degree
it is determined by inflation. When determining gay employees with low and medium
gualifications, most employers consider the officée of inflation. When determining pay

for highly qualified employees, employers consideth the minimum wage and the current
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rate of inflation. One must note that the minimure is dependent on the general economic
conditions in the country and, among other thimgfation. In reality, the minimum wage is
determined through political wrangling in which tipgvernment, trade unions and employers
are involved. The authors report that wages alpemig on the level of pay in other
companies, which is again indirectly linked to atibn. One must note that this paper was
published in 2006, but part of research was cawigds early as in 2005, which means that
the link between price inflation and wage inflatimay have become even stronger in the
meantime.

All'in all, the literature is ambiguous about treusal relationship between wages and
prices, and the strength of this link varies acamstries and time. However, there is strong
preliminary evidence that in Latvia wage inflatioontributes to price inflation (Vanags and
Hansen, 2007). Several authors (Brauer, 1997; 2eph, 2006) have also found that it is

worthwhile to look at different industries sepahate investigate the effect.
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3. Theoretical Framework
The expectations augmented Phillips curve formgriberetical framework for our study. In

its original form, the Phillips curve implies adexoff between low unemployment and low
inflation. For instance, a fiscal expansion, intethdo boost output and employment, would
also increase inflation. The validity of the Plpflicurve came under scrutiny in the late
sixties, as the UK and other countries moved away tthe original Phillips curve
relationship (Proctor, 1992).

However, the augmented Phillips curve recognisasinflation can remain high
because of inflation expectations and has a bettgirical record. Hence, prices are formed
by adding a mark-up to wages, wages depend on &dedlation, and expected inflation is

a function of past rates of inflation.
(3.1) Ap =a,+aA(w-q)+ a,0+ a,§
(3.2) Aw -0 =4+BEAR)+L,08,9

(33) E@R)=YAAR,

Wherepis the price level,
w; is the wage level,
q: is labour productivity;
EAp) is the expected change in price level;
D: is the demand pressure variable;
S is the supply pressure variable.
Source: Mehra (1991)
Note: all variables are expressed as natural |dgasit

Hence, adjusted for supply and demand shocks,gaicd wages are closely related,
and the model suggests that both variables infeieach other.

In the following paragraphs, we elaborate on theadyics of the equations above.
The basic proposition of the mark-up pricing theisrthat firms set prices by adding a mark-
up to the cost of a product or service. Such darmgimechanism ensures that increased costs
are passed from producers and retailers to consuifieis means that if the costs of
producing a product go up, the final price of tpatduct will also increase. The marginal
cost pricing theory implies that the price of a dwall be equal to its marginal cost.
Although it is appealing from a theoretical poiftveew, nowadays many products and

services are branded and have a low elasticitenfahd. This means that prices are higher
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than marginal costs. However, the reasoning tleased (marginal) costs are passed from
producers and retailers to consumers is still vétidhe model above, this explains why
wage inflation causes price inflation and sumshgpltasic properties of cost-push inflation.

Another aspect of our model is that workers trpegotiate their nominal wages
upwards to make sure that their real earnings asaer at least remain constant. The
expected rate of inflation is an important factomiage bargaining because wage earners will
compare their wage rises to the costs inflicteéhBgtion. Most members of the general
public may be uninformed about economic theory,they estimate that the next year’s
inflation rate will be at least equal to past ratémflation. Hence, wage earners will demand
pay rises to cover for inflation, and employergeateding on the conditions in the labour
market, will consider these demands. If the rater@mployment is low, it is likely that they
will give in to those demands. In the model abakies explains why price inflation causes
wage inflation.

To test these relationships from a practical pextspe we will rely on Granger
causality tests. Granger causality testing is @stitaal technique that, in its standard form,
establishes whether one time series contains irgtom that can be used to forecast another
time series, i.e. it shows whether or not incretagpredictability is present. This technique
has received criticism because causality can bed@s an econometric sense, and one can
argue that the results obtained by such regresgamaysbe deceiving and tell us little about
true causality. However, it has remained as orteaeMmost widely used techniques. Its basic
premise is that ‘a feedback mechanism may be ceresdas the sum of two causal
mechanisms and that these causalities can be dtingdidecomposing cross or partial cross
spectra suggests methods whereby such mechanisnheg ¢gavestigated’ (Granger, 1969).

This implies that Yt causes Xt if the predictionymw of Xt using all available
information other than Yt is improved by its indlus. Further, it has been extensively argued
in the review of literature that wages and pricasse each other -- by this we mean a
feedback mechanism in which Xt can be used to pré&tdiand vice versa. Of course, a third
option of independence is also possible, which mdaat neither of the two or more time
series contains information that can be used taam®the reliability of other’s prediction.

Considering the above assumptions and definitimesnust exercise a fair degree of
caution in declaring that one time series can leel s predict another time series, let alone
conclude that one event actually causes anothet.evet, coupled with a sound theoretical
framework, this technique ensures that we arrivee@ialified opinion about the relationship

between two key variables, prices and wages.
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4. Data

4.1.Data Sources
We use secondary data for our study. There aretimgipal sources of detailed economic

data on Latvia: the Central Statistical Bureau afvia (CSB) and the Statistical Office of the
European Communities (Eurostat). Although thesecgsupresent the information we need
somewhat differently, in both cases the underlyglata are gathered by the Central Statistical
Bureau of Latvia. In addition, some of the data edrom the Bank of Latvia.

Our sample contains quarterly data from 1996 @@il7. Some of the variables (e.qg.
components of price indices) have not been caledladr the last quarter of 2007, which
decreases the number of observations. Another tisptbat we do not use these variables in
levels, but as percentage changes. As a resulsamuple consists of 51 observations, which
is a relatively small number; in some specificasianis further decreased by the
unavailability of data on some of the control vhhes, due to data filtering to make
adjustments for seasonality, and due to differenoinvariables. However, in all cases the
number of observations is larger than 30, which ssnall but sufficient sample size to enable

us to make statistical inferences about the sapgried.

4.2.Historical Developments
At this point, we cannot analyse all the variablesuse in our study because many of them,

e.g. unit labour costs, will be introduced as rssof our own calculations. However, we
consider necessary to introduce two key varialpidses and output.

Latvian consumer price inflation skyrocketed in gzgly nineties after abandonment
of price controls and subsidies. Hyperinflationgigted for several years, but was gradually
brought down by a successful currency reform, wisenlv a switch to an interim currency,
the Latvian rouble, in 1992, before the re-intraducof the lat in 1993. The state of the
Latvian economy in the early nineties was poor, amgput declined for several years in
succession; the result was that the GDP per capltatvia almost halved.

In our study, we analyse price inflation and wageafopment after 1995 because this
year marked the end of the most important econoefiarms. Ensuing stabilisation of key
economic variables, such as output growth andtiofiaalso renders the data suitable for
econometric analysis. The annual changes of CPtealdsDP are shown in Figure 1.
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Figure 1: Annual CPI Inflation and Real GDP growth in Latvia 199¢2007
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After 1995, inflation continued to decline, falling 17.6% in 1996. This was mainly
due to the prudence of the Bank of Latvia and nqmaasionary fiscal policy exercised by
the governments of this period. 1997 was the yiestr that saw a single-digit rate of inflation
of 8.5%. Output has been growing relatively stgasithce 1995. In 1997, the real GDP
growth rate was 8.4%. In the following years, lta¢vian economy again hit a rough patch
because of the 1998 Russian economic crisis, wlaohaged Latvian exports to Russia and
other countries in the Commonwealth of Indepen&ates. However, inflation continued to
decline and dropped to 2.4% in 1999 and remain&mhb@% until 2004.

In 2004, the inflation rate jumped to 6.2%. Thissvgartly a consequence of Latvia
joining the European Union on May 1, 2004. The asimn to the EU implied a number of
key changes for the country’s economy. First, neerprises and farmers would gain
access to funding from EU structural funds, whitthnglated an economic expansion.
Second, some tax rate streamlining took placedT kive EU labour market was partially
opened up to workers from the new member statesltireg in workforce migration to the
United Kingdom and Ireland. All of this, coupledtivincreased inflation expectations,
caused inflation to go up. Easily available mortggmgnd rising energy prices also had an

effect on inflation.
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In 2005 and 2006, the rate of inflation remainddtreecly stable at 6.7% and 6.5%
respectively. However, 2007 saw inflation creepkiiato double-digits for the first time in a
decade. The government came up with an anti-infigblan, but this move was later seen as
belated and insufficient to tackle the inflatiomiplem in the short-run even by the people
who developed it (Petrane, 2007).

In 1998 and 1999, economic growth slowed down deeRussian economic crisis.
However, the economy bounced back quickly, and thegrlast few years Latvia has
recorded the highest rate of growth in the EU.
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5. Methodology
In order to answer our research question, we walyze the effects of labour cost and price

measures, as well as their lags. We will initiddlgk at simple correlations and graphics, and
afterwards extend the analysis with Granger caydaists in different specifications, which
in turn require stationarity analyses. We will exdively use ‘Intercooled Stata 9.1 for
Windows’ statistical package, from now on refertecs ‘Stata’, for the statistical analysis of
the data. We will also use Microsoft Excel for mitasks (e.g. formatting and seasonal

adjustments).

5.1.Preparing Data
After obtaining the crude data on price or labaesteneasures, we will firstly

perform a seasonal adjustment as shown in (5.bnbel

adjX, =5( Xzt 2 X+t 2X+ 22X+ X,)|ZF £ A 2
adjX, =3(X.,t2X.,t2X)[E 1

(6.1} adiX, =7(X.,+2 X, +2X+ 2X )| & 2

adiX, =2(2X,,+ 2X+ 2X_+ X,)|E R 1

adjX, =3(2X +2X,+ X,)|& n

Where adjXis the seasonally adjusted value of variable dnae t;

X is the variable to be adjusted, i.e. either pacébour cost variable;
n is the number of observations.

We consider such adjustment appropriate for qugrtiatta as it is designed to
incorporate seasonal effects of all four quartersgual proportions. The method of
calculation of I and 2% as well as the last two values is likely to lt@dome upward and
downward bias respectively (as both prices anduabosts generally grow over time), but,
considering our limited sample size, we consideetter than excluding them.

As the last step before starting quantitative asialgind for the sake of interpretation,

we must also take natural logarithms of both paied labour cost variables.

5.2.Testsfor Stationarity
As the first step in our analysis we will plot th@riables of interest over time as well as look

at simple correlations of variables and their |adgs may give some insight regarding
relationship of variables before we run Grangesadity tests, which are described in the
next subsection. However, an essential issue isgghar to considering Granger causality,

stationarity analysis of labour cost and priceesemust be performed.
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The stationarity properties of price indices andj@gmare different across countries
and over time. In some cases, these variableoanel fto be integrated of order one, but
other researchers have come to the conclusiorthbgtare integrated of order two with the
general rule being that transitional economiescheracterised by less stable macroeconomic
variables (Zanetti, 2005). To test for the presasfce unit root, we rely the most widely used
technigue, the Augmented Dickey-Fuller (ADF) teghjch allows for autocorrelation of

residuals. The general form of the ADF test is folated as follows:
(52) AY, =a+ [+ + Y B Y +e,
i=1

Where Y is the variable in question;
t is the time or trend variable.

We will include trend term when testing levels afiables, but exclude it and keep
the constant term only when testing the first ottfer differences as well as error correction
terms!

Generally, a time series is integrated if the valfié in (5.2) is found to be
significantly less than zero. We will start by merhing ADF tests for variable in question Y
in the above mentioned form. If the null hypothebkest 0 = 0 cannot be rejected, we will
redefineY asAY and perform the same ADF tests, otherwise conotuthiat the time series
is integrated of order 0. Should the hypothesits & 0 not be rejected for the ADF of
redefinedr , we will perform test for differences of differeas; thereby concluding that the
time series is integrated of level 1 and so on.

We will perform the abovementioned tests for baibhgs and labour costs and then
use the level of differences from their lowest coonnmtegration level in further analysis.
We will generate residuals, or error correctiom&(ECT). The ECT values are obtained

from a simple regression of the two variables. &@mple, ifY =AIn(P) andX1=AIn(L),

where P denotes prices and L denotes labour ¢bsetsthe error correction ternes, , are
equal to the residualg from the following regression:

(5.3) AR =4+BAINL+e,

! From the theoretical viewpoint, constant term $thdne excluded when testing error correction teasithey
as shown in this subsection, are actually residuais simple regressions. However, in such caataStid not
report MacKinnon p-values of the tests, which &gorted for all other tests and also shown in figeadices.
For the sake of consistency in reporting we thuepk@ée constant in the specification. We note tifatest
results (Z values) with constant term were veryilsinto those reported and would not have affetted
conclusions.
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We then run ADF tests, as in Equation (5.2), ferrdsiduals. If kit 0 = 0 is rejected,
this proves that labour cost and price measuresangegrated.

Then, we move on to Granger causality tests. Théyais of the coefficients in those
equations will reveal which variables at which tiperiods can be useful to predict prices or
wages respectively, and what other inferences eandde about the relationship between

prices and wages.

5.3.Granger Causality Tests
After the stationarity analysis described in thevawus section, we will generally run

Granger causality tests in the following form:
ny nl nk
GAY, =+ B Yo+ Luc€G oyt D By Mt o+ D By Xkt €,
i=1 i=1 i=1

WhereY, is the value of the dependent variable at period t
X1, X2 ,..., Xk, are lags of the independent variable;
eG ., is the error correction term (ECT) at period dnfi the cointegration regression;

&, is the residual at period t.

In the equation above, the independent variabldalMe a variable characterising
either prices or labour costs. If Y is a variabikamcterising prices, X1 will be variable
characterising labour costs and vice versa. X2k@b¢ other variables that we expect to
have an effect on Y, and they are discussed ifolf@ving section.

In both Approach | and Approach II, we will inithalinclude only price and labour
cost variables in the test, i.e. only Y and Xlliterature, this test is referred to as the Direct
Granger Procedure (Test) in a Bivariate SettintnertUnaugmented Granger Causality Test.
Afterwards, we repeat the procedure with the contidables, i.e. X2 ... Xk added. In
literature, this test is referred to as the Di@canger Procedure (Test) in a Multivariate
Setting or the Augmented Granger Causality Test.

In Equation (5.4), the ECT, @, ,, is not included in the standard form of Granger

tests, but we include it in order to mitigate tfile@ of short-term deviations that inevitably
occur in response to various shocks.

After considering different options, for the basjecification we will use
theoretically and empirically appealing number ddbAthe lagged difference terms

n,, Ny, Nys,..., Ny, t0 be included in the Granger causality model indfmpn (5.4). This is



Artirs Kapepajs and Andris Punis Page 21 of 50

also in line with Zanetti (2005) who uses 4 lagshis exogenous variable in the tests
without ‘control’ variables and 4 lags for all vabies in the tests with ‘control’ variables.
We do, however, also want to test the sensitivitihe results to different lag lengths.
For this purpose, we will report results for twhert lag lengths. Firstly, we will consider a 2
year period, i.e. 8 lags, which is very likely telude all the lags that have some effect, but
may, for example, lead to less significant coedints because of too long a time horizon.
Secondly, we will use the Bayesian Information €ran (BIC), which is also called
the Schwarz Information Criterion. The general farhthe BIC is calculated as follows:
(56.5) BIC= In(%s} min(n)
WhereRSSs the sum of squared residuals of the Autoregradsinction in question;
mis the number of parameters to be estimated itheregression function
nis the number of observations.
Source: Gujarati, 1995, p.632
The lower the value of the BIC, the less unexpldiveriation remains in the
dependent variable. Therefore, we will report rissaf the specification with the smallest
value of the BIC.
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6. Approach |
This approach aims to discover a general relatiprisgtween wage and price inflation from

1996 until 2007, based on quarterly data. In tileviong paragraphs, the most important
results are mentioned, but the full results oftests can be found in appendices.

As far as the labour costs are concerned, we rethe quarterly data from the
national accounts. We use the widely accepted itiefinof labour compensation as the total
remuneration, in cash or by payments in kind, jpgi@mployers to their employees in return
for work performed by the latter during a given @aating period. Thus, compensation of
employees consists of wages, salaries and socisilmations. However, increases in wages
that stem from productivity gains do not exertatitnary pressures, and the data have to be
adjusted accordingly. Therefore, we have chosettiieLabour Costs (ULC) as the most
appropriate measure of wage inflation. Accordingh® definition provided by the
Organisation for Economic Co-operation and Develepinthe ULC ‘measure the average
cost of labour per unit of output and are calculats the ratio of total labour costs to real
output.” Therefore, we calculate the ULC by diviglinominal labour compensation by real
gross value added; this approach reflects the postsure that producers have to deal with.
We obtain quarterly data for the ULC from 1996 @07 III.

Among other things, this approach to calculatifmpla costs ensures that we do not
have to deal specifically with illegal employmewtich is still rife in the Latvian economy
and could potentially be a problematic issue. Thesemes have been allocated in the
national accounts.

The price level, as measured by the Harmonisedklnti€onsumer Prices (HICP), is
assumed to be the main indicator reflecting infladiry developments in Latvia. This variable
measures monetary expenditure on goods and sefeicksal consumption and can be
compared across the member states of the Europgian.\We use monthly data for 1996 to
2007 and calculate quarterly inflation as the gedmaverage from the corresponding
monthly values. Similarly for the ULC, we also dbtgquarterly data for 1996 | to 2007 Il
here. The reason why we have chosen this indegrefener prices rather than, for instance,
the GDP deflator is that inflation targets are esged in terms of the former. One must note
that the HICP, like many other fixed basket indjdesds to overestimate inflation because it
neglects the substitution effect, which inevitakigks in as prices begin to change. However,

it is beyond the scope of this work to dwell orstdrawback of the HICP.
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As discussed in the methodology section, priom@lysis we perform seasonal
adjustment for both the ULC and the HICP, and ttaée natural logarithms of the obtained
values.

As a starting point, we plot changes in the twoaldes against time. Preliminary
graphical analysis of Figure 2 and Figure 3 dodgsstiongly suggest that either time series
contains considerable structural breaks.

Fiqure 2: First Differe nces of In(HICP) and In(ULC)
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Figure 3: Second Differences (Accelerationof In(HICP) and In(ULC)
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Nevertheless, we must not exclude the possibifigxestence of such breaks. For
instance, we must treat the period around 1998 edttiion because the Russian financial
crisis of 1998 hit the Latvian economy and its a¥pto the Commonwealth of Independent
States, which had to be redirected to EU countfis resulted in an increase in
unemployment, as troubled companies laid off wakEurther, imports from Russia became
cheaper due to the devaluation of the Russian eolibleither case, our variables of interest,
wages and prices, could have been affected. AB® & another year that may be difficult
to analyse because of the inflation expectatioasdtose temporarily before Latvia’s
accession to the EU (Benkovskis and Paula, 2007).

Before proceeding with our analysis, we run cotrefs between the changes in the
ULC and the HICP (i.e. quarterly inflation). Thelftesults are reported in Table 1 and Table
2 in Appendix A.

The correlation coefficient between the changdabhenULC and inflation is 0.66,
which indicates that the two time series clearlyiaterdependeritThe highest correlation
between current inflation and lagged ULC valuesith ULC at time t-3 reaching 0.85. In
the other direction, the correlation remains higf@sthe current values and the second
highest is between the current ULC and the HICtia t-1, namely 0.61. Another

2 Hereforth in the body text the correlation coeéfits and p-values of statistical tests are roundei
decimals, the results with 4 decimals are givethéappendices.
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interesting difference is that the correlation bedw current inflation and lagged ULC starts
decreasing noticeably already with tH&ldg of ULC, while in the other direction a
significant decrease of correlation can be obseordyl starting with the ® lag.

While the significance of these results can beudesh, they suggest at least two
things: firstly, we should expect that changethaWLC precede changes in the HICP rather
than the other way around. Secondly, we shouldaxméces to feed into the ULC more
gradually than the other way around. Whatever treltision turns out to be after our
Granger causality tests, we note that the intesiioet regarding true causality may not be
unequivocal. As Zanetti (2005) notes, for examelen if it appears that wages gradually
feed into inflation, it might just be that workersrrectly anticipate a rise in inflation.

We now continue the analysis with our Granger ditygasts. To determine the level
of cointegration, we initially run the ADF testsiasEquation (5.2). As noted in the
methodology section, when testing levels of vagapive include a trend term, whereas we
exclude it when testing the differences of thesetées. Due to the small sample, we
consider a p-value of less than 0.10 sufficiertdiclude that the variable in question is
stationary. The results of the tests are reporniddable 3 in Appendix A.

As expected, the variables in levels can be corsideon-stationary, with p-values of
tests at 0.83 and 0.24 for the HICP and the UL@aeisvely. Next, we look at both variables
in their first differences. The hypothesis tha WLC contains a unit root in its first
difference can be rejected (p-valu®ig6) thus we conclude that this variable is integratied
order one. The HICP is more troublesome in thipeesbecause its first difference appears
to be non-stationary (p-value 0.23). However, wandbconsider this result conclusive as
stationarity tests are generally highly sensitivéhie time period under inspectidit.appears
that differences of both the ULC and the HICP caxdibit a nonlinear trend (Figure 3), and
thus squared trend should be included in ADF fastdentally, in his classical paper
MacKinnon (1996) also observes this for data ofatidn he uses). The statistical package

we use does not allow adjusting for this, however.

% As we have previously indicated, there may be estrctural changes within the sample period. Tues,
tested the robustness of this result (p-value 28)0by excluding some of the observations fromsiduaple.
Indeed, after excluding the last observationsstgrificance of the results improved. After exchalihe 5 last
observations, p-value decreased to 0.07 and beewgemelower also for smaller numbers of observatiéios
consistency, we performed the same also for lenfeise ULC, which had a test p-value of 0.24 inglisv This
does not yield promising results (the p-value tos@.41 when last 5 observations are excluded).

Due to the small size of the sample we do treatdakian encouraging result but continue the asalysi
without excluding any observations, i.e. with to# fataset.
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If we further differenced the HICP, this would det interpretation problems
because we would only be able to relate acceleratithe rate of change in one variable to
that in another. One must also take into accouatttip over-differencing the variables we
might lose valuable information about their longraevelopments. For the above reasons,
we continue the analysis without rejecting the hiipsis that both times series could be
integrated of order one.

We then proceed with the analysis of cointegratibthe two time series are
cointegrated, a stationary error correction ternstine included in the model. This is done to
mitigate the effect of short-terms deviations thatwitably occur in response to various
shocks. Hence, we regress the logarithm of the HICEhe logarithm of the ULC and vice
versa:

(6.1) In(HICR)=01+ apln(ULCy)+¢;

(6.2) In(ULCt)=31+B2In(HICP)+¢;

Next, we run the ADF tests for the residuals ofdbeve regressions, reported in
Table 4 in Appendix A. It is sufficient to run edthof the above regressions.

We exclude the trend term, but keep the constamt tempared to the standard
specification of the test given in Equation (5:B)e tests confirm that the error correction
term is stationary and thus we conclude that tietime series are cointegrated and move on
to Granger causality tests.

Initially, we use do not introduce any other valésb Firstly, we run Direct Granger

Tests in a Bivariate Setting tests in the followfogn:

(6.3AIN(HICR) =a+ Y. AAIN(HICR, )+ A,€6, .+ > A,A IN(ULG, )&,

EAAINULS) =a+ Y. 4 AIN(ULG )+ A,eq, ,+ 3 B,A In( HICR, )+,

Where Myngricey » EQun(rice)t 1 lgmn(»-ucp),t and Moy 1 €Qinuieyt s :an(uu:),t from now on denoted

as np, €@, fpandn,, eq, f. respectively for simplicity.

As already discussed in the methodology sectionyideonsider results of tests with
four lags (i.e. in the above equationssn =n1=4), with 8 lags, and the optimal lag length
according to the BIC. We report the results ofrlevant F-tests and t-tests in Table 5 in
Appendix B. Due to small sample, as with ADF tegtsconsider test p-value of less than
0.10 sufficient to conclude that the null hypotkesi coefficient(s) being equal to naught can

be rejected.
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As it could be anticipated from simple correlatioRgest results of the Direct
Granger Tests in a Bivariate Setting indicate ta@nges in quarterly values of the ULC lead
to changes in the HICP, but not the other way ato&or the Price-on-ULC specification, p-
value of F-tests remains under 1% with 3, 4 arab8.I The strength of the reverse
relationship is considerably weaker and is noisteally significant even at 10% for any of
the considered lag lengths, although the p-valetsden 0.2 and 0.4 suggest that, for
instance, a longer time series might yield potdigt&atistically significant results. The
autocorrelation of residuals is not a problem (Balgle 6 in Appendix B).

Somewhat unexpected are the p-values of t-testrfor correction term (ECT)
coefficients that are also reported in Table 5 ppé&ndix B. Exactly opposite to what was
obtained above, coefficient on ECT is very insigmaint, even with a changing sign, for
Price-on-ULC specifications, but significant for Oton-Price specifications (p-value of 0.03
with 4 lags, and close to, but under 10% with 3 &ralgs).

The results suggest that in the long run a gewbaige in the HICP will lead to a
general rise in the ULC. This can have very intitmgsmplications and we expand on this in
the Analysis and Discussion section.

As for now, we proceed with the Direct Granger Tas& Multivariate Setting in
order to account for the effects of other variabledine with the previously developed

theoretical framework, these tests take the folhgwiorm:

AIN(HICR) =a+ " B, AIN(HICR. )+ €6+ 3 B,A IN(ULG )+
(65) i=1 i=1

+3 5,06, +3 B,AIN(ME, )+ 3 8.8 IN(RP, J+&

AINULC) =+ A AINULG. )+ A.eg, 1+ 3 BA IN(HICE )+
(66) i=1 i=1

+3° 8,0G, + 3 B,8IN(ML, )+ 38,8 In(RP, )+

The control variables that we choose are similahése used by Zanetti (2005) in his
analysis of the Swiss economy, which we considevaat as Latvia is also a small, open
economy.OG, or output gap, is the actual output divided byatgy-run trend, which in turn
is obtained from the simple regression of outp@rdime from 1995I to 2007IIl. Output gap
is expected to characterise the demand pressureh vghpresent in the expectations
augmented Phillips curve formula; because the levelitput gap is related to inflation, we

do not difference this variable. Also, becauss dlready expressed in relative terms we do
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not take the logarithm of it. Furthévll is money supply and is intended to capture theceff
of monetary conditions, and it has historically meesed to predict inflatiorRPis the ratio of
the import price index over the whole of the HIG®l #hus serves to characterise the supply
pressure that is present in the mark-up pricingrfheas well as exchange rate fluctuations
that are important in a small and open economy. €hioelld note that the Latvian lat is
pegged to the euro, but fluctuates vis-a-vis otlerencies such as the Russian rouble and
the US dollar.

The lag length for the variables of interest iflofwing the above discussion, set to 4
and also determined by using the BIC, with theedédhce that we do not perform tests with 8
lags’. The results are presented in Table 8 and TabieA@pendix B.

In both cases, the BIC leads to use of only ongevidach is not very surprising.
Regarding the F-tests and t-tests which were pta@sédirect Granger Procedure Tests in a
Bivariate Setting, there are no significant newsyraand the results here generally support the
previous findings. P-value of F-test for coeffideof ULC lags in Price-on-ULC
specifications is 0.10 with 4 lags and below 0.0thv lag. The p-value of t-test for
coefficient on ECT in ULC in Price-on-ULC speciftaan is very large, 0.46 with 4 lags, but
just 0.05 with 1 lag (with the coefficient beinggadive in both cases).

* This is because the statistical package STATA doesllow to perform such testing as the exogenous
variables (in our case residuals) may not be alirwith the dependent variables, or their lagsGlprices
and the control variables).
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7. Approach Il
Like other researchers, we have found somewhatdmiesults of the relationship

between wages and prices. Therefore, it would h@fido look at this model from a more
unconventional point of view. Brauer (1997) argtled additional insights can be obtained
by breaking down a price index into several comptséhat are likely to react differently to
changing labour costs. The basis for the divisiba price index is the relative proportion of
labour costs of the total cost of production. Amwtbption would be to look at the price
index decomposed into tradable and non-tradabldggand services, but this would be very
challenging given the data available. Arguably,dbeposition of a US price index is
different from that used in the EU and Latvia, mathave addressed this problem by
following the guidelines set by Brauer rather thiam letter of his work (e.g. medical services
are more regulated in Latvia than in the US).

It is important to recognise that it is close t@ssible to correctly forecast future
inflation because it depends on such factors agygeices, which are very volatile and
dependent on, for instance, political events inNtédle East. Hence, we divide the HICP
into three broad groups: labour sensitive goodmuasensitive services and other
expenditure items. Each group is formed from a hwfcsmaller components (see Table 10
in Appendix C).

We then form the three new indices in the followmmgnner:

(7.0)SP=Y (spx sp)
(7-2)GR=ij(gpvv,t>< ap)

(7:3)0R =Y (opw; x 0p)

In the equations (7.1), (7.2) and (7.3) the lefiesrariablesSP, GR andOR denote

Labour cost-sensitive services price index (furtieéerred to as Service Prices), Labour
cost-sensitive goods price index (Goods Prices)l @ther expenditure categories price
index (Other Prices) respectively at time t;

sp,, gp, andop, are the respective components of these servidenat;

spw, , gpw, andopw, are the respective weights in the particular pncex;
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n denotes the component of the indices (see T&bie Appendix C for the list of
components).

Price indices can be broken down for 19961-2007tVaaquarterly basis, but their
weights are available on an annual basis for 19 2Therefore, we use the same weight in
all quarters within a particular year. For the sakeimplicity, we adjust all indices so that
they take a value of 100 in the initial period loé sample.

Having entertained the option of using another lalmmst measure instead of the
ULC, we have decided against this step for twoaeasFirst, it would make sense to
disaggregate the ULC the way we have done it viiehHICP; however, this is not possible
because earnings data are not reported in categhdaewould correspond to the compaosition
of the price index in question. An arbitrary decasiion would do more harm than good.
Second, the continued use of the ULC means thaaweompare the results of Approach 1
to those of Approach 2 and can trace back any taeisgionship to the general price index.

After generating the new indices, we perform seakadjustment for them, in line
with the algorithm described in the methodologytiseg and take natural logarithms before
going on.

We do not perform graphical analysis of the retatip as in the previous section,
and start by looking at the correlation coefficgenfthe results are reported in six tables,
Table 11 to Table 16 in Appendix D. The resultddate that there is quite a strong
relationship (the highest correlation coefficieot®r 0.7) between Service Prices and ULC
lags, as well as Other Prices and ULC lags. Thaiogiship is much weaker (the highest
correlation coefficient slightly over 0.3) betwe8nods Prices and ULC lags. The
relationship in the other direction is, as coulceRpected, much weaker in all three cases.
When looking at the distribution of coefficientsepvtime, it appears that the ULC affects
Service Prices sooner than Goods Prices and OttesRstrongest relationships &, 2™
and ¥ lags respectively), as, on a microeconomic ldvebuld be expected due to inventory
effects.

Overall, the correlation coefficients strongly saggthat we should expect results
similar to that of Brauer (1997), namely, changethe ULC lead to changes in Service
prices, but not changes in Goods prices.

We then continue with Augmented Dickey-Fuller teatsd the results are reported in
Table 17 in Appendix E. For Service Prices and OBreres, the results show that the
variables are non-stationary in levels and becdatesary in differences (due to the small

sample size, we consider test a p-value of less@tED sufficient for concluding that a time
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series is stationary), and the p-values of alktasfirst differences are under 0.10. Goods
prices appear to be stationary already in levelsfdr the sake of analysis we carry on only
with differences of all variables (tests for the@ivere performed in the previous section).

Next, we perform ADF tests for residuals from ragiens of the ULC and each of
the three price indices similar as in Equation(5a2ptal of six tests. As in the previous
section, we do not include a trend term. The resark reported in Table 18 in Appendix E.
All residuals are stationary at p-levels below 0.10

We then continue with the Granger causality tesfiinstly with the Direct Granger
Procedure in a Bivariate Setting as in Equation)(&tri8l Equation(6.4), with the only
difference being that the HICP is substituted witfe of the three price indices. As in the
previous section, we report results for Grangesahiy tests with 4 lags, 8 lags and the
optimal number of lags according to the BIC. Thautts are reported in Table 19, Table 20
and Table 21Table 21: Direct Granger ProcedureBivariate Setting Test Results. ULC
and Other Expenditure Category Price Index in ApipeF.

In line with the correlation results, we do notdfisignificant F-test evidence that any
of the three price indices, solely taken, Grangarses changes in the ULC. The coefficient
on ECT is the only one that has p-value near t8¢ tteshold, namely 0.07 with 4 lags and
0.12 with 2 lags in the direction form Service Bddo the ULC. On the other hand, also in
line with the correlation coefficients, significamsults show that the ULC Granger-causes
Service prices (except with 8 lags, p-values beéd&wfor specifications with 4 and 2 lags)
and Other prices (p-values below 1% for specifiraiwith 2, 4 and 8 lags), but not Goods
prices.

The results for Service Prices and Goods Pricagspond to those of Brauer (1997)
and provide empirical support in Latvia for hisargent that it is harder to adjust prices for
goods according to changes in labour costs bedhase, contrary to services, are subject to
international trade.

We extend the abovementioned analysis of Braugebiprming the Direct Granger
Procedure in a Multivariate Setting, as in the es section, also with 4 lags and lag length
according to the BIC, but not with 8 lags. The tessaf the six regression specifications as in
Equation(6.5) and Equation(6.6), with the releyamte index instead of the HICP, are
reported in six tables, from Table 22 - Table 2Appendix F. The main finding of the
Direct Granger Procedure in a Bivariate Settingat tJLC leads to increase in Service
prices, but does not lead to increase in GoodgpHcremains the same. For Service prices-

on-ULC specifications, the p-values with 1 andgslare now both below 1%. The



Artirs Kapepajs and Andris Punis Page 32 of 50

coefficient on ECT in the opposite direction isyosignificant with 4 lags, but then with a p-
value of 0.03.

These results have two interesting implicationsstFthe level of output gap is a good
predictor of Service prices (in a specificationhwibur lags, the F-test p-value is Output Gap
is 0.04), not as good a predictor of Goods pripegafue of 0.12). In contrast, the output gap
does not have a statistically significant effect@ther prices (p-value of 0.36). The first two
results give additional evidence of different eféeaf friction in the labour market for goods
and services prices. The third one could be expthby the fact that this index includes
services with administratively regulated pricesjochimeans that, for instance, the effect of
labour shortages is much less pronounced andiiseinvith our expectations. These results
should, however, be treated with particular caytaswe use a very basic measure for output
gap.

The second implication is the highly significantdance (p-value of 0.01 for a
specification with 4 lags) that changes in Goodsegrlead to changes in the ULC, but there
is no corresponding effect for either Service wioe Other prices. Also, the p-value for the
ECT coefficient from the opposite direction regresgi.e. Goods Prices-on-ULC) is 0.08. A
possible explanation would be that prices of sumiddg are more important than prices of
services or other prices when employees ask fayaipe, but we have no theoretical strong
grounds for asserting this. Also, it is suspicithe these effects only appear when the
control variables are introduced. Therefore, tiisnmpmenon would require a closer

inspection, which we consider beyond the scopaiofrmrk.
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8. Analysis and Discussion

8.1.Main Results
In our work, we have looked at the developmentewsksal key macroeconomic variables,

and our principal aim was to determine the caysht#tween wage and price inflation. The
primary reason for choosing to research this pagicarea was to contribute to the policy
debate on the underlying causes of inflation irvizat

It must be noted that one contribution of our wooknes from investigating the
effects of changes in productivity-adjusted wagesh@ consumer price inflation. In this
way, we ensure that we remove some of the biashdmateatured so prominently in public
debate that has linked changes in nominal wagasitg inflation.

We have identified other interesting results intitlie previous sections, but in this
section we consider the main findings with respeche focus of this paper, the relationship
between price and wage inflation. Three such figslinave remained quite robust for
different Granger causality test specifications, fior different lag lengths and with or
without control variables.

Firstly, the results of Approach | show that frorstatistical point of view, the
consumer price index contains little or no inforimatfor forecasting of productivity-adjusted
wages. In other words, although from historicabdats hard to predict exactly when and
how past rates of inflation will lead to increaseage demands, our analysis suggests that it
might eventually do so. Supposedly, this is a cquneace of the fact that the dynamics of
determining labour compensation has changed settaied during the period under review.
In the late 1990s, Latvia had relatively big resaref workforce and a low inflation base,
which meant that employers were in a more favoerabkition in wage negotiations, but
workers did not seek to offset the relatively snradreases in the consumer price index
through regular demands for pay revision. In cattra this, the situation changed
dramatically after Latvia joined the EU, and inithat rose due to increased inflation
expectations and increases in regulated pricesthenoeason of the insignificance of
specific lags may be that part of the consumelegrifiation that Latvian wage earners
experience does not originate in this country. laaty a small and open economy, which

relies heavily on trade. This amplifies the expesofrLatvia to external shocRs.

® This is not, however, supported in our work asviable which is included in Augmented Grangest$¢o
account for such effects — relative prices — dagshave significant coefficients. However, the iptetation of
this variable may be disputed, yet this would regjgeparate discussion.
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Secondly, changes in the unit labour costs leahtimcrease in prices, and the effect
is easily observable. The fact that, after adjgstor productivity, wage inflation precedes
price inflation is itself troubling and shows thhé roots of many of Latvia’s economic
problems are to be found in the labour markettFas more and more people emigrated to
United Kingdom, Ireland and, to a lesser exteritepEU countries, the bargaining power of
the remaining workers increased enormously and dlsbieved remuneration increases that
were disproportional to gains in productivity. Sedplabour productivity itself is one of the
factors that have not been properly addressed ligyptakers. For instance, Ministry of
Economics has recently been criticised as not gagimough attention to decreasing the
administrative burden on employment. (Petrane, 2008

However, how far can prices be increased? In swase, if there is wage pressure,
some companies keep the prices stable at the expénsargins; some companies may raise
the prices temporarily to avoid losses, and thepgrave efficiency to decrease prices again or
keep them stable for a longer period; and some aorep must increase the prices
permanently and are eventually forced out of therket. The recent high domestic inflation
when compared to main trading partners’ inflaticombined with the lat being pegged to the
euro, could be one of the reasons of the loss mpetitiveness and thus inevitable need to
adjust prices after wage increases for many comgpanhe high recent current account
deficit gives more evidence that imports may havehed and are pushing some of the local
companies out of their markets.

The third main finding comes from Approach Il asdhat changes in labour costs
precede changes in prices of labour cost intersgwgce prices, but not labour cost-intensive
good prices. This adds additional insight to wkatdid in the previous paragraph and
suggests that companies which might have suffei@st from the rises in wages could be
those that produce labour-intensive tradable goélilsough it is nature’s law that “the best
survive” and rise in labour costs may be a goodvatuir for companies to increase their
efficiency, the bankruptcy costs (which include, iftstance, lost jobs, depreciation of

capital) may turn out to be unnecessary high.

8.2.Palicy Implications
Based on our work and the previous sub-sectiomitiqular, we are now able to compile a

set of implications for policymaking. These ressh®uld not be seen as exhaustive or all-

encompassing, as they are derived from approabbésatthough look at key
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macroeconomic data, mainly link the information teart present in price and productivity-
adjusted wage inflation.

1 The exact moment at which price inflation willrstiggering wage inflation may
be hard to observe, but findings are that prickaiioh does eventually lead to
permanent increases in wages. Therefore, to avondation of price/wage spiral,
keeping inflation low should remain a principal @tjve of the policymakers in
all times.

2 Evidence suggests that, due to wage pressuresitanp proportion of companies
may be operating close to or with loss, and produoglabour cost-intensive
goods may require the most urgent attention. lidimg bankruptcy costs is an
aim, policymakers should take this into accountmvbensidering support to
measures that increase productivity. (For exant@eing programmes for
employees organized by State Employment Agencyddoeladjusted
accordingly.)

3 Relationship between prices and wages is chaiseteby a certain degree of
inertia; therefore, many policy decisions (e.gi-arftation plans) will take time to
feed into the economy and affect the related viagab

4 Changes in the unit labour costs can be well asealpredictor for the
development of harmonised consumer price indeXamolur cost-intensive

service prices, but not for labour cost-intensigeds prices.
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9. Conclusions and Suggestions for Further Research
In this paper, we have looked at the relationskeiveen price inflation and wage

inflation since this has become one of the mostdaepoints in the debate on the
sustainability of Latvia’s economic growth. Theustiure of our work was focused on
answering our research questions. Our primary reBepiestion wasyVhat is the nature
of the causality between price inflation and wagergwth?’ Our secondary research
question wasAre disaggregated data more informative about infationary
developments than the main macroeconomic variables?

The Granger causality tests that we have run stigfggtschanges in productivity-
adjusted wages lead to consumer price inflatidhpabh the respective error correction
terms are often insignificant. The overall effecsiatistically significant even in the presence
of several broad macroeconomic variables and ardifit numbers of lagged values.
Although the reverse link is also a rational prapas from a theoretical point of view, we
find little evidence of past inflation causing clyas in the real unit labour costs. We have
mentioned several events (e.g. Latvia’s accessidinet EU) that could be regarded as
structural breaks, which might have disrupted #ationship; however, due to the shortness
of our time series we have not been able to ingatgithe dynamics of our variables in sub-
samples.

With regards to our secondary research questiomrake down the CPI into three
broad categories, which, as we hypothesised, wasglidond differently to wage inflation.
This approach is based on the work of Brauer (1,99ith a few modifications by the authors
to reflect the different composition of the consuiimp basket used for calculating price
inflation in Latvia. Labour cost-intensive serviqgagces are the most sensitive component of
the HICP with respect to changes in the ULC, wisitdms from the immobility of these
services and the high labour to total cost rat®wk expected, labour cost-intensive goods
prices are not sensitive to changes in the ULC thisdesult contributes to the discussion of
results and implications. Thus, we conclude thsagljregated data is indeed more
informative than the main macroeconomic variables.

In writing this paper, we have encountered seyenatblems and therefore
recommend corresponding improvements, some whigldanly be feasible using larger
samples. To sum up, we also regard that the fotiguareas that are related to our study
would benefit from further research:
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1 More extensive analysis of sensitivity of reswitth respect to the lag length
of Granger causality tests;

2 The stability of the relationship between wages jaiices across smaller sub-
samples;

3 The dynamics of wage bargaining and determinatioa microeconomic
level and its effect on the average wage in thelevbhountry;

4 Controlling for changes in the national minimunmgeawhich is also used a
benchmark for determining pay for part of the waoski& the public sector;

5 Analysis of the ULC in accordance with the breaid®f the HICP;

6 Effects of inflation which is adjusted for substibn effects.

We conclude by acknowledging that ‘an apple a dsgpk the doctor away’. Soon
economy of Latvia will undergo either hard or sbftf certainly - a landing. Firstly, we hope
that our paper will, in the short term, contribtagoolicymaking that makes the landing less
painful. Secondly, in the longer term we would edgo see that this paper is useful for
further research, which in turn will bring us close the aim of excluding the hard landing

from the list of the likely development scenariosthe Latvian economy.
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Appendix A. Approach I: Correlations and ADF Test Results

Table 1: Correlation Coefficients betweemlIn(HICP) and laggedAIn(ULC)

AIN(ULCy): | i=0 i=1 i=2 i=3 i=4 i=5 i=6 i=7 i=8
AIn(HICP) | 0.6629| 0.7588 0.816p 0.8486 0.8253 0.7%566 0.6663 0.583800
Source: Calculated by Authors

Table 2: Correlation Coefficients betweem\In(ULC) and lagged AIn(HICP

AIn(HICPj): | i=0 i=1 i=2 i=3 i=4 i=5 i=6 i=7 i=8
AlIn(ULCy) 0.6629| 0.611% 0.6044 0.5867 0.5889 0.5874 0.3587 0.493970

Source: Calculated by Authors

Table 3: Results Summary of ADF Tests for In(HICP)and In(ULC)

variable | Z(t F';’[‘\"/‘;'IE‘G”S“O”
IN(HICP) | -1.488 0.8331
IN(ULC) | -2.679] 0.2449
AIN(HICP) | -2.137| 0.2300
AIN(ULC) | -2.796 0.0588

Source: Calculated by Authors

Table 4: Result Summary of ADF Tests for Error Correction Terms

Variable

Z(1)

Engle-Granger p-vall

Residuals: In(HICP) on In(ULC) -3.783 >1%,

<5%

Source: Calculated by Authors

e
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Appendix B. Approach I: Granger Causality Test Resuis
Table 5: Direct Granger Procedure in a Bivariate Sting Test Results. ULC and HICP.

Prices on ULC [Equation (6.3)] ULC on Prices [Eqoat(6.4)]

p-value | Coefficient| p-value p-value | Coefficient| p-value
Lag of F-test| of Error_ of t-test Lag of F-test| of Error_ of t-test
Length for Correction | for ECT Length for' Correction | for ECT

ULC Term Price Term

terms (ECT) terms (ECT)
4 0.0013 .0045148| 0.573 4 0.2100  -.0482392 0.028
8 0.0025 | -.0015972 0.950 8 0.4004  -.12854p3 0.087
3 (BIC) | 0.0001 .0049278 | 0.479 3(BICG) 0.2926 -.03Z5470.099

Source: Calculated by Authors

Table 6: Lagrange-Multiplier Test p-values

Prices on ULC [Equation (6.3)]

ULC on Prices [Eqoat(6.4)]

Lag length

p-value (Chi-squared)

Lag length

p-vdlDki-squared)

3 (BIC)

0.57931

3 (BIC)

0.50271

Note: HO: no autocorrelation at lag order. Autoetation at optimal lag order reported,
higher lag orders and different lag lengths yieldmilar results with few exceptions.
Source: Calculated by Authors

Table 7: Critical Values for the Engle-Granger ADF Statistic

10%

5%

1%

-3.12

-3.41

-3.96

Source: Adapted by Authors from Stock and Wats@®82 p.557)

Table 8: Direct Granger Procedure in a Multivariate Setting Test Results. HICP on
ULC [Equation (6.5)]

_value of _value of Coefficien | p-value
p-value of | p-value of P b of Error of t-test
F-tests for | F-tests for .
Lag Length| F-tests for | F-tests for : Correction | for ECT
Relative Output Gap
ULC terms | M1 terms ; Term
Prices terms terms (ECT)
4 0.0965 0.6589 0.7358 0.6989 |-.0292464 | 0.296
1 (BIC) 0.0025 0.7975 0.6637 0.6355 |-0076486 | 0.602

Source: Calculated by Authors
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Table 9: Direct Granger Procedure in a Multivariate Setting Test Results. ULC on
HICP [Equation (6.6)]

_value of _value of Coefficient| p-value
p-value of | p-value of P b of Error of t-test
F-test for F-test for .
Lag Length| F-test for | F-test for : Correction | for ECT
: Relative Output Gap
Price terms| M1 terms Prices terms terms Term
) (ECT)
4 0.8669 0.0939 0.1810 0.8273 | --0407857 | 0.463
1 (BIC) 0.3737 0.1259 0.7320 0.2644 | --0750859 | 0.048

Source: Calculated by Authors
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Appendix C. Approach Il: Disaggregation of CPI
Table 10: CPI Expenditure Categories and Average Wghts

Labour cost-sensitive services 100.0%
Cleaning, repair and hire of clothing 0.6%
Services for the maintenance and repair of the

dwelling 1.1%
Out-patient services 5.3%
Hospital services 1.0%
Operation of personal transport equipment 20.0%
Postal services 0.3%
Recreation and culture 26.6%
Education 5.3%
Catering services 19.4%
Accommodation servic 2.8%
Miscellaneous goods and services 17.7%
Labour cost-sensitive goods 100.0%
Clothing materials 0.7%
Garment 29.7%
Other articles of clothing and clothing accessorieg1.9%
Footwear including reps 18.0%
Furnishings, household equipment and routine
maintenance of the house 30.6%
Materials for the maintenance and repair of

dwelling 5.7%
Purchase of vehicles 13.3%
Other expenditure categories 100.0%
Food 48.6%
Nor-alcoholic beverags 3.2%
Alcoholic beverages 6.0%
Tobacct 3.1%
Actual rentals for housing 2.5%
Water supply and miscellaneous services relatir

the dwelling 5.0%
Electricity, gas and other fuels 15.9%
Medical products, appliances and equipr 4.3%
Telephone and telefax equipment 0.3%
Telephone and telefax servi 6.4%
Transport services 4.6%

Source: Calculated by Authors based on Eurostft3P@ata. Notes: Average weights are the
arithmetic averages of all weights in the samplgople 1996-2007. These averages were not
used in calculations and are shown here for inftir@gurposes only.
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Appendix D. Approach Il: Correlations
Table 11 Correlation Coefficients betweemIn(SP) and laggedAIn(ULC)

AIn(ULC): | i=0 i=1 i=2 i=3 i=4 i=5 i=6 i=7 i=8
AIn(SR) 0.6297| 0.7282 0.7722 0.7431 0.6662 0.5496 0.4231 0.308%21Q
Source: Calculated by Authors

Table 12 Correlation Coefficients betweemIn(ULC) and lagged AIn(SP)

AIn(SR4): i=0 i=1 =2 i=3 i=4 i=5 i=6 i=7 i=8
AIn(ULCy) 0.6297| 0.5588 0.5247 0.5101 0.5338 0.5750 0.5939 0.581346
Source: Calculated by Authors

Table 13 Correlation Coefficients betweemIn(GP) and laggedAIn(ULC)

AIn(ULCy): |i=0 i=1 i=2 i=3 i=4 i=5 i=6 i=7 i=8
AIn(GPR) 0.1021| 0.1904 0.2681 0.3098 0.3195 0.2874 0.2450 0.215946
Source: Calculated by Authors

Table 14 Correlation Coefficients betweemIn(ULC) and laggedAIn(GP)

AIn(GR,): i=0 i=1 i=2 i=3 i=4 i=5 i=6 i=7 i=8
Aln(ULC)  10.1021) 0.0320 , 1595 0.0257| 0.0338| 0.0362| 0.0346| 0.0385| 0.0716
Source: Calculated by Authors

Table 15 Correlation Coefficients betweemIn(OP) and laggedAIn(ULC)

AIn(ULCy): |[i=0 i=1 i=2 i=3 i=4 i=5 i=6 i=7 i=8
AIn(OPR) 0.5263| 0.6070 0.6619 0.70%3 0.7248 0.7257 0.6887 0.63F598
Source: Calculated by Authors

Table 16 Correlation Coefficients betweemIn(ULC) and laggedAIn(OP)

AIn(OR): i=0 i=1 i=2 i=3 i=4 i=5 i=6 i=7 i=8
AIn(ULCy) 0.5263| 0.4889 0.4766 0.4162 0.3750 0.3872 0.2984 0.245670

Source: Calculated by Authors
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Appendix E. Approach II: ADF Test Results
Table 17: Results Summary of ADF Tests for Pricesral ULC

Variable Z(t) Mac-Kinnon p-values
In(ULC) -2.679| 0.2449
In(SP) -2.179 0.5016
In(GP; -6.59< | 0.000(
In(OP; -2.48¢ | 0.333¢

First difference of In(ULC) -2.796 0.0588

First difference of In(SP) -2.674 0.0786

First difference of In(GP) | -3.751 0.0034

First difference of In(OP) | -3.191 0.0205

Source: Calculated by Authors

Table 18: Result Summary of ADF Tests for Error Corection Terms

Variable Z(t) Engle-Granger -value:

Residues: In(SP) on In(ULC | -3.35¢ | >5%, <10%

Residuals: In(GP) on In(ULQ) -5.517 <1%

Residuals: In(OP) on In(ULQ) -3.783 >1%, <5%

Source: Calculated by Authors
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Appendix F. Approach Il: Granger Causality Test Resllts

Table 19: Direct Granger Procedure in a Bivariate $tting Test Results. ULC and
Labour Cost-Sensitive Service Price Index

Prices on ULC ULC on Prices
p-value | Coefficient| p-value p-value | Coefficient| p-value
Lag of F-test| of Error_ of t-test Lag of F-test| of Error_ of t-test
Length for Correction | for ECT Length for' Correction | for ECT
ULC Term Price Term
terms (ECT) terms (ECT)
4 0.0207 | .008256: | 0.43( 4 0.350: |-.038486. | 0.07¢
8 0.2935 .0102774 | 0.646 8 0.2821 -.0805539 0.11
2 (BIC) | 0.0025 .0093329| 0.320 2 (BIC) 0.3008 -.01#4120.379

Source: Calculated by Authors

Table 20: Direct Granger Procedure in a Bivariate 8tting Test Results. ULC and

Labour Cost-Sensitive Good Price Index

Prices on ULC

ULC on Prices

p-value | Coefficient| p-value p-value | Coefficient| p-value
Lag of F-test| of Error_ of t-test Lag of F-test| of Error_ of t-test
Length for Correction | for ECT Length for_ Correction | for ECT

ULC Term Price Term

terms (ECT) terms (ECT)
4 0.8905 | -.0245198 0.111 4 0.8118 -.0040122 0.8Q
8 0.6450 | -.0133615 0.672 8 0.1848 -.02612P6 0.37
3 (BIC) | 0.4794 | -.0170994 0.237 3(BIC) 0.7388 -.0@3 0.987

Source: Calculated by Authors

Table 21: Direct Granger Procedure in a Bivariate $tting Test Results. ULC and Other

Expenditure Category Price Index

Prices on ULC

ULC on Prices

p-value | Coefficient| p-value p-value | Coefficient| p-value
Lag of F-test| of Error of Ft- Lag of F-test| of Error of t-test
Length for Correction | test for Length for Correction | for ECT

ULC Term ECT Price Term

terms (ECT) terms (ECT)
4 0.0023 | -.0094144 0.261 4 0.4231 -.0274835 0.16
8 0.0083 | -.0212554, 0.180 8 0.1700  -.04056p7 0.27
2 (BIC) | 0.000¢ |-.010594: |0.13¢ 2 (BIC) | 0.582¢ |-.014097. | 0.44

Source: Calculated by Authors
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Table 22: Direct Granger Procedure in a Multivariate Setting Test Results. Labour
Cost-Sensitive Service Price Index on ULC

p-value of _value of Coefficient| p-value
p-value of | p-value of | F-test for IF:)-test for of Error of t-test
Lag Length| F-test for | F-test for | Relative Output Ga Correction | for ECT
ULC terms | M1 terms | Prices terrr?s P Term
terms (ECT)
4 0.0070 0.0679 0.1236 0.0472 |--1188185| 0.028
1 (BIC) 0.0014 0.7342 0.6569 0.0293 |-.014406 | 0.411

Source: Calculated by Authors

Table 23: Direct Granger Procedure in a Multivariate Setting Test Results. ULC on
Labour Cost-Sensitive Service Price Index

p-value of i Coefficient| p-value
p-value of | p-value of | F-test for E-Y:él:?ocr)f of Error of t-test
Lag Length| F-test for | F-test for | Relative Output Ga Correction | for ECT
Price terms| M1 terms | Prices terrr?s P Term
terms (ECT)
4 0.2852 0.0887 0.0255 0.6689 |--0108038 | 0.887
1 (BIC) 0.4253 0.5425 0.2363 0.2752 |-0818626 | 0.032

Source: Calculated by Authors

Table 24: Direct Granger Procedure in a Multivariate Setting Test Results. Labour
Cost-Sensitive Good Price Index on ULC

p-value of _value of Coefficient| p-value
p-value of | p-value of | F-test for IF:)-test for of Error of t-test
Lag Length| F-test for | F-test for | Relative Output Ga Correction | for ECT
ULC terms | M1 terms | Prices ternf?s b Term
terms (ECT)
4 0.9336 0.5880 0.1906 0.1137 |--1428073 | 0.083
4 (BIC) -"”- -"”- -"”- -"”- _HH_ _l”!_

Source: Calculated by Authors
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Table 25: Direct Granger Procedure in a Multivariate Setting Test Results. ULC on
Labour Cost-Sensitive Good Price Index

p-value of _value of Coefficient| p-value
p-value of | p-value of | F-test for IF:)-test for of Error of t-test
Lag Length| F-test for | F-test for | Relative Correction | for ECT
: : Output Gap
Price terms| M1 terms | Prices terms Term
terms (ECT)
4 0.0146 0.2304 0.0081 0.1598 .0041469  0.933
4 (BIC) _H"_ _l”!_ _H"_ _H”_ _”H_ - l,_

Source: Calculated by Authors

Table 26: Direct Granger Procedure in a Multivariate Setting Test Results. Other
Expenditure Category Price Index on ULC

p-value of i Coefficient| p-value
p-value of | p-value of | F-test for E-Y:él:?ocr)f of Error of t-test
Lag Length| F-test for | F-test for | Relative Output Ga Correction | for ECT
ULC terms | M1 terms | Prices terrr?s P Term
terms (ECT)
4 0.0434 0.4243 0.4143 0.2694 |--0186966 | 0.747
1 (BIC) 0.0131 0.7354 0.9988 0.3842 |--01745 0.270

Source: Calculated by Authors

Table 27: Direct Granger Procedure in a Multivariate Setting Test Results. ULC on
Other Expenditure Cate

ory Price Index

p-value of _value of Coefficient| p-value
p-value of | p-value of | F-test for IF:)-test for of Error of t-test
Lag Length| F-test for | F-test for | Relative Output Ga Correction | for ECT
Price terms| M1 terms | Prices ternf?s P Term
terms (ECT)
4 0.4718 0.1020 0.0236 0.7676 | -00563 0.926
1 (BIC) 0.3191 0.8029 0.0993 0.4931 |--0426583 | 0.196

Source: Calculated by Authors
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Appendix G. Literature Summary

Table 28: Literature Summary on Price/ Wage Relatiaship

Author(s) (Year) Country Title Main Findings
Mehra (200C USA Wage-Price Wage growtt
Dynamics: Are They| Granger-causes
Consistent with Cost| inflation; the same
Push? hypothesis does not
hold in times of low
inflation
Hess and Schweitzer USA Does Wage Inflation| Price inflation

(2000)

Cause Price
Inflation?

Granger-causes wag
inflation; little
support for the
reverse hypothesis

Cassino and Joyce
(2003)

Great Britain

Forecasting Inflatiorn
using Labour Market
Indicators

Labour market
indicators Granger-
cause inflation; the

reverse hypothesis is

not tested
Zanetti (200& Switzerlani Do Wages Lea Price growth cause
Inflation? Swiss wage growth and
Evidence vice versa
Brauer (1997 USA Do Rising Labol Wage growth ir

Costs Trigger Higher
Inflation?

particular sectors
Granger-causes

inflation

Source: Compiled by Authors

e



