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Abstract

In this research we incorporate Google Trendsfimtecasting methodology to assess if there
is any valuable information contained in searclrigsehat can be useful in the Baltics.
Using the search queries data we verify if thecdess for terms related to unemployment,
inflation, car sales and apartment sales represaheconomic activities. Building on Box-
Jenkins and Diebold-Mariano methodologies we chieekmprovements Google Trends
might provide for forecasting accuracy. We furtlsestigate Google Trends’ ability to act
as a leading indicator and via Hodrick-Prescateffipredict turning points in trends. The
analysis reveals that Google Trends data repretfsnteal economic activities, helps to
improve in-sample prediction accuracy, but providestrong evidence that Google Trends

might be useful in predicting turning points inrtds at the moment.

Keywords. Google Trends, Google, search queries, forecasticmnomic variables, turning
point, the Baltics, ARIMA, Diebold-Mariano, HodrigRrescott
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1. Introduction

Timely and accurate statistical information is ortant for the informational
efficiency of the market economy in which agentkenaconomic decisions based on the
data they have. In tranquil times forecasting medel well in predicting near future
developments. It is not the case though with uhstabturning-trend environments, as the
recent financial crisis has demonstrated all toth. Wae flaws of forecasting models have
become a headache for many international orgaarsatnot least for central banks, upon
forecasts of which economic monetary policies rBlgvid Stockton, in 2012’s review of the
Monetary Policy Committee’s Forecasting CapabéityBank of England evaluated the
forecasting performance of the Committee and calezduhat the errors deteriorated in the
last 5 years and UK was no exception from the cbile errors by central banks around the
world (Stockton, 2012). When even the most regandstitutions fail at accurate forecasting
there is little doubt forecasting errors and thigoas induced by them penetrate deep into
operations of the underlying economies.

Better forecasts can serve to the benefit of naaygnts and there are parties involved
in constant development of forecasting models. Bsges equipped with accurate
information can allocate their capital more effitlg. Policy makers can initiate programs
which do not overachieve or under achieve thegets. For these and other reasons central
banks, hedge funds, national statistics departnfevs constantly turned to academia to
carry out research to improve their predictive ¢afg. Not long ago Google Trends search
guerieswere found as a useful source of fastenard dynamic information. The internet
has been rapidly penetrating into the daily livemodern society. With the growing use of
the internet in search for news, information arseegch purposes, it is tempting to consider
online activity as a reflection of the collectivencerns, interests and intentions of the
population. From this point of view, it is logidal consider that what people look for today is
predictive of their actions in the near future.

Although Google Trends analysis may be performediany topics, in the aftermath
of economic crisis, however, the most relevantaddpius is that of economic activity
forecasting. From this perspective, people thatHast their jobs may be looking for new
placements online; consumers who intend to purchamav house or an automobile might
research about different options and charactesisdied, less intuitively, economists, worried

about the potential rise in inflation might look faflation-related material online — all of
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which can be captured by internet search enginesgstémised for statistical analysis to
forecast unemployment, sales and even inflation.

Google Trends is a service that drew most of ttention in search of this new data.
Since its inception in 2009, it has been providiregkly scaled and normalised data on
different search terms. It is the Google Trends sparked a new wave of research called
Google econometrics, the followers of which tryafaply the service to many uses in search
of better forecasting accuracy in a variety ofdgIBeing a new wave of research there is a
huge gap in literature around the world. From jgsl@ation in predicting influenza outbreaks
(Ginsberg et al., 2009) to forecasting US unemplaytnhousing and automotive sales or
foreign visitors’ number in Hong Kong (Varian & Gh@009) it has proved a significant tool
for improving short sample forecasting accuracy.

In the Baltics, Google is the leading search emginerefore it is the best available
tool to be used in capturing real internet user®rests. Google search engine accounts for
97.7% in Lithuania, 97.4% in Latvia and 73.7% iridBs&a of the total search engine market
(Query Click, 2012). This provides us with a firmognding that the results will reflect the
search activity of the majority of internet use@®n back of these supportive facts, we set up

a research question and hypotheses to guide aly. stu

Resear ch question: Does Google Trends search data contain valuablmétion in

forecasting economic activities, their trends amdhing points in the Baltics?

Hypothesis|: There is a positive correlation between Googlendisesearch data and
corresponding statistics on unemployment, autoraaivd housing sales and inflation in the

Baltics.

Hypothesis|1: Inclusion of Google Trends search data into for&egsnodels of
unemployment, automotive, housing sales and ioflastatistics reduces the prediction error

in the Baltics.

Hypothesis|11: Google Trends-adjusted models are better at agdttie turning points in

the trends than the baseline models.
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Our study is structured as follows. In Section€averview the literature on Google
Trends studies around the world, placing particidaus on the economic variables we
analyse. We further detail our methodology in Sec8, where we describe our research
design, explain Google Trends search data, proesduhnich prepare our data for analyses,
ARIMA model and its application and finally Hodri¢krescott filter. In section 4 we provide
the empirical results on correlations, forecaststaming points, which refer to the three
hypotheses, respectively. We finally summarise@mtlude our study in Section 5 and
provide suggestions on further research.
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2. Literature review

Since the two pioneering papers by Ginsberg, Mohé&tdiel, Brammer, Smalinski
and Brilliant (2009) and Varian and Choi (2009jnaltitude of research was conducted in
attempts to build better forecasts and obtain raoceirate and timely information on many
statistics. At the most generic level, all of teeearch can be broken down into
epidemiology, business and economics related stwdid other studies that are considerably
fewer in volume. We divide our literature revieward areas. The first four are directly
linked to the economic statistics that we analysemployment rate, inflation rate, car sales
and apartment sales. The fifth area groups sonaéestérom other fields than economics or
business. It includes medicine, tourism, stock mtsrland other.

The current spate of Google Trends research wakegpay two break-through
studies. The first was a study by Ginsberg et28l09) when they pioneered the Google
Trends application in the medicine by creatingsadiaand more precise influenza-like iliness
epidemics’ outbreak detection model in US. In Apfithe same year, the first paper
applying Google Trends for economic forecasting weten by Hal Varian, chief
economist at Google, and Hyunyoung Choi who pratvedeful to include Google Trends
search query data into forecasting models of uneynpént, auto sales, housing sales and
even visitors’ number to Hong Kong (Varian & Cha009). These studies are the corner
stone of the research field called Google Econdo®etBeveral years into the future, today
we have numerous papers focusing on no fewer t@alifferent topics in which Google
Trends has been found beneficial. However, the fiegtyattempt to harness internet search
data in analysing economic variables goes back® 2when Michael Ettredge, John Gerdes
and Gilbert Karuga (2005) in their study coveringesiod of only 77 weeks showed that
internet search query data was a significant exgdta variable in a short lead-lag relation
between job-related searches and US monthly ungmmglot rate. Besides, they found
internet-based information was more informativeioémployment developments than
traditionally used leading data such as unemploynmsarance claims. Given limited data at
that time, though, authors did not draw any strogaclusions about the predictive power
of internet search data in making longer perioédasts. At about the same time, a study on
cancer-related topics came out (Cooper, Mallondbetter, Pollack, & Peipins, 2005).
Nevertheless, a rapid proliferation of researchrditimmediately follow these studies. In

short, the key findings in the area can be summdris
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Table1l Summary of the key studies on Google Econometrics.
Key contributory studies
Unemployment Inflation Automotive sales Home sales

Askitas & Zimmerman

(2009) Carriére-Swallow &
D'Amuri & Marcuci Labbé (2010) Kulkarni et al. (2009)
(2010) Guzman (2011) . ‘ Varian & Choi (2009)
Varian & Choi ;
Ettredge et al. (2009 (2000) Wu & Brynjolfsson
Suhoy (2009) (2009)

Varian & Choi (2009)

Source: Compiled by the authors.

2.1. Unemployment rate

In the most parsimonious ways Varian & Choi (2008yovered the forecasting
potential of Google Trends and encouraged futilseareh in Google application. Ever since
The Economist posted an arti€Eeconomic indicators: Googling the futurediscussing the
paper, it has become the basis on which all o#sarchers build (The Economist, 2009).
Following this study, a bulk of research turnedu®on predicting very important statistics,
such as unemployment using Google Trends.

Nikolaos Askitas and Klaus F. Zimmermann of Gerrirestitute for Economic
Research in May 2009 published a study cadigaogle econometrics and unemployment
forecasting” (Askitas & Zimmermann, 2009). The authors apply @edrends by creating
word sets, the query data of which is tested oprislictability for the German
Unemployment Rate as reported by the Federal Emq@ay Agency on the monthly basis.
Four groups of words that potentially representadation with employment:

“unemployment office or agency”, “unemployment rat@ersonal consultant”, “most

popular job search engines in Germany”. The logidliese is the following. First of all,
people who have lost their jobs are expected ttaoban unemployment office or agency, as
such the rise in search for these agencies must timaflow into unemployment. Secondly,
searches for personal consultant are expectedi¢atréhe fear of losing the job or an attempt
to change the workplace, reflecting the fear ofnupleyment. The last term — the search
engines — should reflect attempts of trying toegaployment, therefore predicting the flow
into employment. As an underlying model for thelgsia the simple autoregressive method,
the same as in Choi and Varian (2009), is used Madel is well-known as the error-
correction model specification (Engle & Granger81p Identically, the lag values of one

and 12 months are supplemented by Google searcleswariables and additionally their
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different lagged values are included in searcthefltest fit. The best model is selected using
R-squared, log-likelihood values and BIC model i@ techniques. It is shown that using
this simple technique significant result can beiegd, but the modelling must be taken with
caution because various policies can distort geicance.

Tanya Suhoy of Bank of Israel in 2009 publishetua\“Query indices and a 2008
downturn: Israeli Data”(Suhoy, 2009). In this work she tests if Googlarsk queries can
help monitor economic cycle in Israel. She arghes if there is a shift from a long-term
trend of Google variables, the probability of rexies increases. Six leading Google Insights
for Search categories are found to contain cyciidarmation: human resources (recruiting
and staffing), home appliances, travel, real estatel and drink, and beauty and personal
care. Her proposition is that the first index caruiged to predict the unemployment (the rise
in the search index corresponds to rising unempétirand the latter five might be used for
analysing consumer confidence (positive relatidihe most predictive category of economic
recession is found to be human resources. Thieraggts the conclusions by other studies that
Google Search may be useful in predicting unemptymwhich is the reflection of
economic cycle. For the purposes of our thesis,igh@&n important point since we expect this
reflection to be extrapolated in the Baltics.

A second study by Choi and Varian follows the mdtiiogies built by Askitas and
Zimmermann (2009) and Suhoy (2009) and is releasddr the nam&Predicting initial
claims for unemployment benefi(¢arian & Choi, 2009). The authors run tests tovsltioat
Google Trends can be useful in forecasting theirgtaims for unemployment benefits
which are released by US Department of Labor omrekly basis. Initial claims for
unemployment benefits statistic are consideredeihaing indicator of the health of the labor
market in US. The authors using standard ARIMA nieééction procedures picked AR(1)
model as a baseline. First of all, they run theslias model where the dependant variable is
regressed on a one period lagged value of itsh#nThey added Google Trends series to see
if this improves the forecasting power. The procedollows the logic of Predicting the
present with Google Trendg¥arian& Choi, 2009). Because National Bureau obiomic
Research declared that the crisis in US had begecember 2007, the authors decided to
evaluate the model both in the long term encompggsie- and post-crisis periods and in the
short, representing only after-crisis period. Geobhjlends series on search queries “Jobs” and
“Welfare & Unemployment” categories are used, whach bundled by Google Trends
according to the search words. The model whichuihe$ Google Trends data is significantly

better than the baseline and its out-of-sample raéaolute-error estimated with the rolling
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window of 24 weeks is decreased by 15.7% for thg kerm model and by 12.9% for the
short term model. Results indicate that in US uregment-related statistics can also be
forecast using Google Trends and after Askitaszimimermann (2009) in Germany and
Suhoy (2009) in Israel, encourage continuing teaesh with US unemployment forecasting.

It was not long until another study on US unemplewtrrate forecasting came out.
Francesco D’Amuri and Juri Marcucci of Bank of ytaih 2010 released the study in which
they compare traditional unemployment rate foreegsnhodels with Google-adjusted
forecasting models and test the best model accagast the forecasts released by the
Survey of Professional Forecasters (D'Amuri & Maic2010). ARMA standard model is
chosen as the baseline and is augmented by I8ia&ins for unemployment, Google Index
(GI) on job-search-related queries and combinatasristh with differing lags and time
series. They find that the model augmented by @liBcantly outperform traditional
forecasting models: the mean squared error (MSHE)edf best model including Gl is 29%
smaller in one-period ahead forecasting and 40%iawthree-periods ahead forecasting. As
a check, they forecast unemployment rate separnaté&y US states and find that in 70% of
cases, the model outperforms its traditional capatgs. Moreover, the model is adjusted to
forecast quarterly unemployment rate and is contperé&urvey of Professional Forecasters,
conducted by Federal Reserve Bank of Philadelpiiagain prove that their Gl-augmented
model is better even in this case. Having run sg\ramdred of different tests and robustness
checks they conclude that Gl is the best leadidggétor for US Unemployment Rate.

In 2011 several other papers on unemployment feteaexpanded the geographical
coverage of the research field. Fondeur and Kaf@®&l) introduce some advanced
methodological features to deal with Google dathfanecast French Unemployment rate.
Dr. Jacques Bughin (2011), a director at McKinseZ@&mpany, finds that in general Google
search queries data explains between 16 and 4émetfluctuation in Belgian
unemployment and retail sales. Nick McLaren andidaa Shanbogue of Bank of England’s
Structural Economic Analysis division provide soaweount of benefits and problems
related to Google Search data used in forecasteamdiew how it helps analysing UK'’s
labour and housing markets (McLaren & Shanboug&lRAmong the benefits they
mention that such data is very timely and coveeptilly a vast part of the population; it is
collected as a by-product of activity and avoidsiyems related to data collected via surveys
(low or inaccurate responses); finally, the dateoitected on many different subjects and not
on predefined questions, which can help analysessthat occur unexpectedly. However,

there are demerits, too. Google Trends has datkblaonly since 2004, therefore the
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sample period is rather short at the moment; ieteusage is highly correlated with factors
such as age and income, therefore the sample mderfally representative; finally, the way
the search queries data is collected poses sorhieprs, because different people may enter
same queries for different reasons, which creatésnin addition, there are still many
economic issues which do not directly involve intdrsearch activity, such as firms’
investment decisions etc. With all the shortcomipgesent, however, even the current form
of the data is useful in predicting unemploymerd housing sales in UK. They use the same
methodology as in studies covering Germany, Italy Brael and find that Google indicators
are at least as useful as existing leading indisatoUK and the Bank of England is to
continue researching further on the topic.

As regards unemployment forecasting studies in t@swhere unemployment rate
is available on monthly basis, the latest work daise by Chadwick and Sengul of Central
Bank of the Republic of Turkey (Chadwick & Seng2012). In their study they show that
Google augmented model is better at forecastingagpicultural unemployment rate in
Turkey both in-sample and out-of-sample. When caagbéo their baseline model, which
uses only the lag values of unemployment rateGibegle model is 47.8% more accurate in-
sample and 38.8% more accurate in one month aleeckfkts on grounds of relative root
mean square error (RMSE). A unique feature of tigep in relation to other studies, is that
they also use Harvey, Leybourne, and Newbold (188&]ification of the Diebold-Mariano
test which shows Google search data indeed perfstatistically significantly better than the
baseline specification.

In Italy, Francesco D’Amuri conducted a study edfiPredicting unemployment in
short samples with internet job search query dg@’Amuri, 2009). The quarterly data
presents more hurdles, as the sample size is aostyismaller, nevertheless, they prove the
results significant and beneficial for better potidn. The dependable variable is the
quarterly unemployment number released by Italiabdur Force Survey. Since Google
provides weekly search results, these are converntedjuarterly frequency simply by taking
the average of the queries in that period. The mapo notice is made by the author
regarding the nature of the employees’ job seanchtiae unemployment data. He notes that a
person is considered unemployed if he has no jdhas been actively seeking for it at least
once in the last 4 weeks. This said, it is not appate to compare the current Google Index
search data to the current unemployment rate.ddgte uses a 2-week shift forward for the
Google Index data. This is not absolutely true,ibtegduces noise in data, even though you

cannot exactly tell which period is appropriatediese all people have their own intervals of
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job search. By this he marks that a two-weeks-agochk data is more representative and
comparable to today’s unemployment than the cuseatch results which will show up in
the next unemployment measure. In addition to tbedgl Index, they include Industrial
Production Index (released by Italian authorites) Employment Expectation Index.
Having tested many models with different lag speatfons using BIC and AIC, the simple
ARIMA(1,1,0) model augmented by Gl and EEM laggetle and quarterly seasonal
dummies is chosen. ARIMA (1,1,0) model is one @f thost cited articles on the
unemployment forecasting (Montgomery, Zarnowitzay,% Tiao, 1998). They conclude
that Google Index outperforms other leading indicatn forecasting short term
unemployment rate in ltaly.

Another study in a country with the quarterly unéogment data is a Master’s Thesis
by Anvik and Gjelstad from Norwegian School of Mgament (Anvik & Gjelstad, 2010).
They also find that Google search query data costaformation useful in short sample
forecasting of unemployment rate. Best performifiy A Google augmented model has an
18.3% lower MSE than the baseline model. It is alswe accurate than the leading indicator
of “published job advertisements”. These two stadie spite of noise in data and short
sample period, encourage us to apply the methogatthe Baltic countries in expanding

geographical coverage of the study.

2.2. Inflation

A very distinct study was written by Guzman on fiarsting inflation expectations in
the US (Guzman, 2011). In a study he examines{8&elnt inflation expectation measures —
36 of which are survey based, one market-implied, @ane metadata measure. In the
examination are included accuracy, predictive powationality and out-of-sample
forecasting evaluations. Google Trends is incorgarghrough keyword “inflation”. The
author argues that Google searches reveal expettatnd if a household is worried about
the rising level of prices, it may look for infortian related to inflation. Since deflation is
not a big worry for individuals in a sticky wagesoeomy, the increase in searches for
“inflation” should mean the growing anxiety ovesirig prices and therefore reflect the
inflation expectations. In the results he shows liigh frequency forecasting models tend to
outperform lower frequency models, most populavbich are — the quarterly Michigan
Survey, the quarterly Survey of Professional Fastara and the semi-annual Livingston
Survey. He also notes that the best measuresa@se that are not commonly referred to in

the literature. Most interestingly, he finds tha most impressive performance was given by
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Google Inflation Search Index. It not only had kweest out-of-sample forecasting error but
also passed weak-form and strong-form efficiensystevhen examined separately. And even
though, it fails unbiasedness tests and the efffigi¢est under joint specification, the benefit

of near-real time statistic may outweigh these thaoks.

2.3. Automotive and home sales

The study by Varian and Choi (2009) encompassesmyp unemployment or
tourism, but also housing and car sales topicst Birall, the authors pick automotive sales
for analysis which are reported by US Census Bume#@avanced Monthly Retail Sales
survey (Varian & Choi, 2009). The Google Trendslarptory variables are the data on
search categories “auto insurance”, “motorcyclésticks & SUVs” as provided by Google
Insights for Search. They find that the model whghdjusted by inclusion of “trucks &
SUVs” search data, the R-square increases fron06.620.7852 and the mean absolute
error (MAE) of the Google-adjusted model is 18% éowompared to the baseline model.
Secondly, the automotive sales for brand categanesested. The results are not consistent
among various brands, however. In part, this caexptained by different marketing policies
which the simple autoregressive model fails to olesd-or instance, in case of forecasts of
Ford sales, there was one significant outlier. Hgwihecked company specific reasons, the
authors find that a policy called ‘employee pricpr@motion’ was the reason behind this
outlier. A dummy variable was added to controltfmat effect and they found that 32.4% of
the increase in sales was explained by that dumangie with the signs on other
coefficients unchanged. Thirdly, in forecasting leosales, the data by US Department of
Housing and Urban Development is used for housangcasting and Google search query
index on ‘Real Estate Agencies’ is found to be yastrrelated with the housing sales. As a
result of its inclusion to the seasonally-adjusiatbregressive model, they find that MAE is
reduced by 12%.

Carriére-Swallow and Labbé (2010) conduct, to awovkiedge, the first study on car
sales forecasting applying Google search querias immerging market. The study is
important, because it is conducted in a countryre/i@oogle Trends does not categorise
keyword searches into different sections on whirehrhajority of the research has relied.
Instead, the authors build their own index of Gedgblex automotive-related searches in
Chile and find that the augmented model does battfrecasting in both in-sample and out-
of-sample specifications. Their results demonstr#tat models that incorporated Google
search results performed significantly better tbampeting benchmark specifications in out-
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of-sample and in-sample nowcasting exercises. \lglrabre important, the authors found
that the accuracy of the models for automobilessaleChile can be improved using current
search queries patterns, which suggests that Gdatgeis a promising source of information
when predicting short-term demand for the autonesbil

There are at least two other papers that focusttliren housing sales and prices
forecasting using Google Trends. The first wastemity Kulkarni, Haynes, Stough and
Paelinck (2009) of George Mason University and fnas Rotterdam University. In the
paper called Forecasting housing prices with Google Econometrite authors develop the
leading indicator for S&P Case-Shiller index fordfles in US. Through several sets of
word combinations the authors build Google seastiable and perform Granger Causality
tests. They find that at the city level Google shaBranger causes housing prices, while the
opposite causality does not occur. In additiony fired on a national level that Google search
can Granger cause national Housing Price Indexrefiie creating more timely housing
information. The second study and very similar gtwas conducted by Wu and Brynjolfson
(2009) where they predicted not only the pricededi but also the sales volume of houses in
50 US states. It used HPI and Case-Shiller forepaind volume forecasting to which Google
search queries on predefined ‘Real estate’ categerg added. They estimate that a
percentage point increase in the housing sear@xisdassociated with additional sales of
67,220 houses in the next quarter. Moreover, tkeeofisearch data in out-of-sample forecasts
bears MAE of 0.102, which is significantly lowermapared to baseline model’s 0.441.
Finally, they demonstrate that housing sales datebe used for other market movements’
predictions, such as sales of house applianceateatirectly linked to the sales of new

houses.

2.4. Other research areas

Consumer sentiment and private consumption stddikeisito another quite broadly
researched area. Schmidt and Vosen (2009) buildagé search based consumer sentiment
index which they compare to University of Michig@onsumer Sentiment Index and the
Conference Board Consumer Confidence Index. Theagle based index in almost all in-
samples and out-of-sample forecasts outperformsmbeéndices. Another study, almost
identical is written by Huang and Penna (2009) wbiostruct consumer sentiment index
using Google search. The final index consists of tmmponents and is highly correlated to
University of Michigan Consumer Sentiment Index #mel Conference Board Consumer

Confidence Index. The Google index leads in timemagrthese three indices and provides
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more accurate forecasts that are tested to betrabdgrovide additional information than
that contained in the other two indices.

Financial markets are yet another topic of intewd®en it comes to new source of
information applications. Firstly, Preis, Reith aéi@nley (2010) find that increased search
for S&P 500 company names leads to a significasre@se in trading volume. Secondly, Da,
Engleberg and Gao (2011) in the study calladsearch of attention"construct a new direct
measure of investor attention using Google seasffuency. They find that, in a sample of
Russell 3000 stocks from 2004 to 2008: 1) Googticator is correlated and different from
existing investor attention measure; 2) Googledatdir captures investor attention faster; 3)
the indicator is likely measuring retail investdteation. Higher Google indicator results in
higher stock price in two weeks and a reversalyear and higher indicator values also
benefit IPO price rise and long-term underperforogairinally, Ding and Hou (2011) relate
higher stock searches to retail investor atterdiah higher stock liquidity as a result. The
results are valid not only in S&P 500, but are &asted in FTSE 100, Euro Stoxx 50,
Shanghai 180 markets.

Some studies were initiated in tourism sector., Wam & Song (2009) build
econometric model to forecast hotel demand basd8@omyle searches, whereas Artola and
Galan (2012) forecasted British tourist numberSpain. Other studies that were difficult to
group into one specific category and they wroteualttoe predictability of news headlines
(Radinsky & Markovitch, 2008); the predictability the Google search data itself (Matias,
Efron, & Shimshoni, 2009); job seeker’s reactiomt@mployment benefits (Baker &
Fradkin, 2011); measuring public attentivenesst§Riger, 2010) and other.

We next turn to the methodology part of our studiyere we develop the procedures

to apply Google Trends specifically in the Balt@aintries.

3. Methodology

3.1. Research design

In our study we try to indentify if Google Trendatd has valuable information in
forecasting economic variables in the Baltics, ¢fae we rely on forecasting methodology.
The backbone of our study is structured on the Benkins framework. This method is
appealing to our analysis since the Box-Jenkinsagmh allows identifying the usefulness of
introducing any sentiment-based indicator to soaseline model, compare the forecasting

ability and identify the best model specificati&dRIMA model, as this method is widely
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known, is a straightforward autoregressive modat ith used to make forecasts and introduce
other explanatory variable to analyse their contidn to the model.

We, first of all, prepare the data for analysisjolitwe describe in data description,
search queries, seasonal adjustment, Google Tseragsh queries index and search queries
applied sections. Then we choose relevant seamtiegubased on the quality of data and
extract relevant statistics and adjust these fas@eality. The first hypothesis is addressed by
computing correlation coefficients between redlistias and Google search indices. After
that, we use principal component analysis to comkBnogle searches into best Google
components to be used in ARIMA model.

In the second part of our methodology, we desailieARIMA model procedures.

The Box-Jenkins approach in our paper consistseofdllowing steps: data preparation and
model selection and forecasting. The first phagesstvith examining the collected data
statistically for stationarity, for which we apphugmented Dickey-Fuller tests. We then
build autoregressive models of order one and agl@ihogle Indicators to compare if there is
any difference in the baseline specification arad #fugmented by the Google variable.
ARIMA model, in essence, makes predictions of tgages based on past values of the same
series. Aiming to spot the best model specificatientry different ARIMAQ,d,0
specifications by varying thg d andq parameters. We compare all of these models using
AIC/BIC information criteria and select the best IMA models for baseline and Google-
adjusted specifications. Then we are able to comPMSFE of the best specifications and
compare the accuracy of the models, which answersexond hypothesis, mainly if Google
augmented models are more accurate than theirhaselunterparts.

Finally, we describe the Hodrick-Prescott filtedanethodology for analysing the
turning points in forecast trends, which is out lagothesis. It consists of forecasting 6-
months ahead and smoothing the obtained trendzc@mngaring the trend with the actual
outcome in order to evaluate whether there argpanycular patterns that indicate a turning

point.

3.2. Data description

We can describe our data selection process graksteps: choosing key words
related to the economic factors of interest, reinig the Google Search results for these
words and converting the data into monthly seaégjsting for seasonality and building the
component of the search queries for each of theau® variables we analyse. The

components of keywords are used as Google explgnadadables. The dependent variables
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in our ARIMA models are real statistics on unempheyt, inflation, housing sales and
automotive sales provided by Lithuanian Statishepartment, Central Statistical Bureau of
Latvia, Statistics Estonia, Oberhaus and Datacenter

The search data is publicly available from Goobteugh their Insights/Trends
interface, and is available at a weekly frequefidye interface returns one series per keyword
for a given geographical area. It does not rethendirect number of searches entered in a
given week, but rather provides a normalised siatghich is reported as a fraction of the
maximum series value, 100 being the maximum arek Ortinimum. After differencing the
data, the available sample period used in our aisily weekly-level data since January
2004, which amounts to 468 series. When we cotivierto monthly statistics, which is
needed to comply with the monthly availability bétofficial statistics of our dependent
variable, we have a series of 108 months, howeremgjority of the variables the sample is

much shorter and ranges from 36 to 108 months (eatens).

Table2 Real and search data sources.

Lithuania Latvia Estonia
Unemployment | Lithuanian Statistic§ Central Statistical Bureau gfStatistics Estonia
Department Latvia
Inflation Lithuanian Statistic§ Central Statistical Bureau of Statistics Estonia
Department Latvia
Auto sales UAB DataCenter UAB DataCenter UAB DataCentpr
Apartment sales | UAB Oberhaus UAB Oberhaus UAB Oberhaus
Googlequeries | Google Trends Google Trends Google Trends

Sour ce: Compiled by the authors.

3.2.1. Google Trends search index

In this section, we briefly describe how Googlerds index/value is computed
inside the Google search engine. Google Trendddgeswata on intensity of search queries
starting from 1 January 2004. In other words, Gedgkends’ main purpose is to provide a
time series index of the volume of search quefiés. value of the index is based only on a
share of search query volume. The total aggregaiknne for the particular search query is
obtained from a specific geographic region. Mathtrally speaking the formula is as

follows:

Search queries volume at period t (relative value)

Google Trends Index value = * 100 Q)

Total search volume (highest relative value)

The scale is presented in the range of 0-100, wh@berepresent the search peak or
the highest frequency and intensity of searchiniyiaicfor the specific query. Firstly, the

ratio of new search queries and total volume ekative value is computed. Then Google
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Trends Index values for every period are calculétedividing the relative value by the
highest relative value. The peak gets assignedwile the rest of them are divided
proportionally. If the number of search queriemaufficient the index value is equal to 0
(see Table 3).

Table 3 A numerical example of Google Trends computation.

1 2 3 4 5 6 7
A number of new search queries (A) 100 200 300 400500 600 1200
Total volume of search queries (B) 500 700 1000 0140 1900 2500| 3700
Relative value (= A/B) 0.20 0.29 0.3( 0.29 0.23 240 | 0.32
Google Trends Index valde 62 88 93 88 81 74 100

Source: Compiled by the authors.

3.2.2. Search queries applied

We have consulted native speakers of the threeidayes to find out which searches
are used in that country to look for specific im@tion. A list of many keywords then was
gathered and each of the words was tested in Gdoglals engine. In assessing the useful
words we viewed if the time series of the keywoeteaviong enough and if there was any
variability or extreme distortions in the serieesg#ppendix J). The following list of words

has been picked as the most qualitative data set.

Table4 Search queries applied in the computation of Godgéeads components.

Category/Country | Lithuania Latvia Estonia

(i) ieskau darbc (i) mekk darbt () cv online

(i) darbo pasiulymai | (ii)piedava darbu (i) otsin t66d
Unemployment (iii) darbo skelbimai (iii) reklama Iv (i) cv keskus

(iv) cv online (iv) darba sludimjumi

(v) cv online
(i) autoplius () automagnas () kasutatud autod
(i) naudoti auto (i) reklama Iv (i) autoaed

Automotive sales | (iiv'a it0 skelbimai

(iv) autogidas

() butai (i) dzvoKi () Kinnisvara
. (i) aruodas (i) nekustamais (i) kv
Housing sales (iii) nekilnojamas turtas 7pagums (iii) city24
(iv) korterid
Inflation (i) infliacija (i) inflacija () inflatsioon

Sour ce: Created by the authors.

! This is an actual value obtained from Google emg@alculated by relative/normalized value divithgcheak
value e.g. Period 6 = (0.2400/0.3243)*100 = 74
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3.2.3. Seasonal adjustment

Google search time series data might be affectesbhgonal trends, because there are
underlying seasonal trends in the real statistiesntend to forecast. For instance,
unemployment rate has a certain seasonal trenthantitend is potentially also present in the
searches related to unemployment. Before runningests, we therefore adjust our data for
seasonality.

To have an equivalent seasonal adjustment forfieathand Google data we use the
same method of adjustment. We first extract resistics which are not adjusted for
seasonality and apply Census X-12 seasonal adjuostmeViews software. Then we do the
same procedure for each of the Google Trends tariessthat we have, 32 in total. As a
result, we can run tests that will not be predgeasonal trends themselves, but rather the

other effects which we are interested in.

3.2.4. Principal Components Analysis

Google Trends, as a service, is relatively yourdyiemfull operations are available
only for the largest countries. Among the serviteg are not available in countries such as
Lithuania, Latvia or Estonia is the “Search Categgirfunction. This service allows selecting
a specific search category, for example Auto & \¢ls, and Google Trends presents the
single time series for the most related search#stive automotive industry. Because of its
convenience, many researchers have utilised thigifin and used the time series as the
Google Indicator in their tests. In the absencthisftool, however, we turn to statistical
methods to combine our own Google Indicators frowide variety of search queries into
components.

For this matter a few methods can be used. The Ibassc method is taking the
simple average of the several time series to aai\gsingle series, which is arguably
inaccurate, because different search queries hffeeetht explanatory power. The second
way to combine a variety of time series into fewseries, therefore, is to take the weighted
average that will account for differences in thplaratory power. With this method, though,
there is a question of which series deserve hightawer weights assigned. Consequently,
author’s educated guesses might strongly affecotibeome. The third method, which we use
in our study, alleviates the above problems artdsed on statistical tests underpinning

Principal Components Analysis.



Gerard Chmyznikov, Liudvikas Galvanauskas 22

Principal Components Analysis (PCA) is a set afistical tools with which a few
best components are built out of many time sefesith, 2002). There are two general
characteristics of the principal components. Firat,components are combined in such a
way that they explain the most of the variance o8dcwhenever there is more than one
component created, they will be uncorrelated anmeawp other and will explain different
variances.

The analysis consists of three main steps thatongplete in STATA (STATA,

2013). Firstly, a set of similar indicators hadoselected. In our case, the search queries
that relate to the same real statistics measureh@msen. For instance, to build the best
components to be used in analysing and predictiregnployment in Lithuania, we use time
series of these phrases: “CV Online”, “darbo pasnai” (job offerings), “darbo skelbimai”
(job advertisements), “ieskau darbo” (looking fob). Secondly, we compute eigenvalues
and eigenvectors according to which the decisionade on the number of components to be
kept. The rule of thumb is to retain the componevitk eigenvalue greater than unity
(Shepherd, 2009). Finally, based upon this ruletimaber of components is chosen and the
time series of these components are created. Tiables are now ready to be used in
prediction, regressions and other analyses adblkel@nd high explanatory power possessing

components.

3.3. ARIMA framework

The identification process primarily seeks to deiee the degree g, d andqin the
ARIMA model. In the ARIMA, we have an intersectioh3 models parameters:
Autoregressive (p), Integrated (dhdMoving Average (gprocesses, where the first two
deals with incorporation of historical stationastal and the latter one with the moving
average of forecasting errors or disturbancesheslonger historical data we have the more
accurate forecasts we will have, as it learns amabshens the errors (Alonso & Martos,
2012). Moving average of random disturbances assisthe better overall model fit as it
smoothens the errors. Integrated process helpsp® with the non-stationarity or data that
contains a unit root, which is important to takiiaccount. Otherwise, the analysis might
result in spurious regressions or other economsitiictfalls. We briefly depict the theory
and working principle behind each of the 3 compdsien

Autor egressive model of the |j order:

Ye = ¢+ d1Yeo1 + Yo+ + d)th—p + B1Ge + 261 +... + .Bth+1—p + € (2)
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Y,— the dependent variable for real data (unemploymage, inflation rate, cars and housing
sales statistics)

Yi—1,Yi—3,....Y;—p — independent variables at time t-1, t-2.... t-p (&l data)

Gt Ge-1,Gr—2,., Gi—p, —independent variables at time t, t-1, t-2.... t+X5o¢gle components)

€, — error term or disturbances

As a second process in the ARIMA model we hish@/ing Aver age model of the § order:
Ye=u+e — 0161 — 026 3—...— Og€r_q (3)

Y; - dependent variable for real data (unemploymate, inflation rate, cars and housing

sales)

u — constant mean of the series we applied in theefso

61,6,..., 6, — coefficients

€1, €t—1,€¢—2,..,E¢—q — EITOr terms or disturbances at times t, t-1, t-2— ¢

A combination of these two processes results ingag&RMA model or ARIMA model with
d = 0. In other words, if the data does not congaimit root (d = 0), we end up having an
ARMA model.

Yi =0+ P1Yio1 + DV ot +PpYipy + B1Ge + BoGrq+. ..+ BpGryq—p + €0 —
016t-1 — 0260 2—...— 0464 (4)

To be able to apply our chosen methodology, we fimagt a time series that is

stationary or a series that is stationary at lafist data transformation. When the estimated
model is to be used for forecasting we must makassomption that the features of this
model are constant through time. Likewise, the irtgpe of stationary data will be
investigated and analyzed as it provides validsmsiforecasting. A stationary series is
defined by a constant mean, variance as well as@ariance. On the other hand, in a non-
stationary time series it is seen that the seedsiour is specific only for the time period
under consideration, which might result in spuricegressions. Hence, non-stationary time
series may be of little practical value unless differentiated for the purpose of forecasting.
In our methodology this is done by performing Augneel Dickey-Fuller test for stationarity.

Furthermore, whenever a time series is stationatyauld decay rapidly from the initial
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value at lag zero. The Dickey-Fuller test couldapglied to investigate whether a unit root is
present in the time series and hence identifyiiigttle general ARIMA{, d, 9.

Yi=¢o+pYiog + DoV ot +pYep + €04 (5)

We test the null hypothesis that 1 against the alternative hypothesis ph&t1. Under the

null hypothesis, the time series follows a randoatkwSubsequently, the test is conducted by
substracting ¥; on both sides of the equation if the data is atatiy (Cortez & Rocha,

2004). Using OLS, we run the regression:

Ve =Ye1 =g+ (1 —p)Yog + Ve o+ .+ Y, + €604 (6)

Another important aspect of the model is a numlbéags that is usually found out by
experimentation. Generally, a rule of thumb ishoase as low degree of lags as possible in
order not to lose the degrees of freedom whileetstme time large enough that would
result in removing any possible autocorrelatiothim residuals. Needless to mention, a
common pitfall when selecting ARIMA models is toemspecify or over-fit the model,
which, on one hand, would improve the explanatawer when using in-sample selection
criteria such as the root mean squared error (RMSE) on the other, could lead to poor out-
of-sample forecasting. Therefore there is a cleadrto use selection criteria that will
penalise the in-sample variance of residual bynkito account the degrees of freedom in
our model. For this purpose we rely on Akaike ®infation Criterion (AIC) and Schwartz

Criterion/Bayesian Information Criteria (SC/BIC).

3.4. Forecasting accuracy measurement

To assess the applicability and usefulness of adeis we use a holdout set when
evaluating the predictability and comparing thestd models with and without Google
Indicators. Furthermore, the end of the time sas@snitted in order to see how well the
ARIMA models perform when estimating the variabl&s.long as we compare the models
on their predictive ability we have to compute RISFE of the different models on our
holdout set. The formula of RMSFE over T periodasdollows:

RMSFE = |=37_, e? (7)

et =yr — Yt (8)
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In order to see if Google improves prediction avwee we estimate a series of
predictions and compute the RMSFE through the gdriam the best model obtained
through Box-Jenkins methodology (Ederington & Gu2004). We compare how Google-
adjusted models’ RMSFE differs from the baselind MR specification.

In addition, we apply a statistical method for emxaing if the difference in RMSFE
between Google-adjusted and baseline models ist&tally significant. For this matter we

use Diebold-Mariano test. In this test mogelenotes the series that are forecagtégélt
andyt2+k|t denote two competing forecastsypf; coming from 2 different models (Mariano,
2000). For instancgz,t1+k|t is computed from our chosen ARIMA models with avithout
Google components ary(j+k|tis computed from the model without taking into aato
Google search queries. We cgll, - Baseline (a baseline modg}}*klt - Forecast (as a
pure forecast without a Google component) pﬁqlt — Google Forecast (as a forecast that
contains search queries from Google). Hence, ttex&st errors from the two models would
be:

€g+k|t = Baseline — Forecast 9)

et2+k|t = Baseline — Google Forecast (20)

Here, the k-step forecasts are calculated for geridt = to,...., T
{St1+k|t}z:0' {St2+k|t}{o (11)
We should note that data is overlapping, as wenagels with real data and the models with
real data + search queries from Google search engience, the errors that come from both
forecast models i(et1+k|t}§0 and{e§+k|t}{0would certainly contain serial correlations. Thus,
the accuracy of each forecast can be estimatedphaytigular loss function:
N(yt+k,)’ti+k|t) = N(sti+k|t)' =12 (12)
Further, we use the absolute error loss functioweaare aiming to evaluate predictive
accuracy or difference between two competing fatca
N(Sti+k|t) = |5£+k|t| (13)
The next step in comparing forecasting accurasiés determine which model gives more
accurate forecasting. Hence, consider the followiuly hypothesis that says the both models
contain equal predictive power:
Ho: E[N (&1 110)] = EIN(e€4410)] (14)
In the end, we see that the Diebold-Mariano tebaiged on the loss differential:



Gerard Chmyznikov, Liudvikas Galvanauskas 26

D, = N(sg+k|t) - N(5t2+k|t) (15)

where, the null hypothesis that forecast accurddoth types of models are equal or the

difference is not statistically significant:

Hy:E[D,] =0 (16)
Therefore, the Diebold-Mariano test statistic imsuarized as follows:

— 1

D= T_OZZ:tO D, (17)

Long Term Variance(LTVs) = v, + 2 Yn=1VYn¥n = Cov(Dy,Dy—y)  (18)

D

§S=——= (19)
|CTV5/T)

In theory and common research practice the longramiance is used, because the sample of
loss differentials{Dt}Zocontains a serial correlations long as k > 1(Cdsta& Kunst,
2007).Finally, we consider that the forecasting @oig not equal or the differences is not
statistically significant if the actual value iggher than 10% critical value S = 1.645, as
Mariano (2000) suggested that the errors followmsmnal distribution with the classical
features of N (1,0).

3.5. Hodrick-Prescott Filter

In this section, we go through the main pointsaf methodology for testing®
hypothesis whether search queries from Google Brendine contain any valuable
information in forecasting trend’s turning pointéie working principle might be subdivided
in key 3 stages: 1) Making 6-steps (months) ahesstésting that are mainly based on
ARIMA model augmented by Google Trends data andtiorg the trend from the forecasts;
2) Carrying out the trend smoothing with Hodricleguott filter (HP314400in statistical
software eViews; 3) Comparing this forecasted treitt the actual outcome graphically and
evaluating whether the trend turned earlier angs,tindicated the turn in the real data. In
other words, we evaluate Google Trends abilityadgrm as a new leading indicator in
economic activities.

To begin with, HP filter is a favourable empiritathnique and is used in many areas
among researchers. The filter is a specialiseetfitir cyclical trend that works as a smoother
(Maravall & Rio, 2001). This technique is partialjauseful in coping with short-term

fluctuations that are very common in the busingssec What is more important, it helps to
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reveal true long-term trends of any macroeconoraitable or economic activity (Pedregal &
Young, 2000). For successful implementation of fitisr, we have decided to employ the
statistical software eViews. The main working pijate is the following:

x=t+c (20)
Wherex ¢ R"is a time series, which consists of a tréadR’ as well as a cyclec R. We

make a definition for the trend disturbanceR?and suppose that

Ve = ((tr — te—1) — (te—1 — te—2)) t=34,..,T (21)
v =Kt (22)
1 -2 1 0 0 0 o0 077"
k=0 b 7 b2 e 00 (23)
0 0 0 0 0 . 1 -2

The second step of HP filter procedure consistesdlving the original time serigs
¢ R", which we have defined previously, into trenrdR" and irregular component or cycle ¢

R". This is obtained by the minimization approactthef sum of squares, which is also

weighted:
c'c+vv=>x—-t)(x—t)+At'K'Kt (24)
We make a first order derivative with respect émd rearrange the equation.
t=(r+AK'K) x (25)

Lastly, the outcome from the equation (25) is anosthed line in turning points
analysis as this equation is the HP filter thatnemts the trente R"to the time series ¢ R',
depending on the smoothing parameéiavhich in our case is equal to 14,400 and has been
proven to be an optimal value for monthly stats{iDoorn, 2001).

In the next section we turn to the empirical firg of our study. First of all, we test
our first hypothesis and provide the correlatioalgsis which helps to answer if Google
search data is related in any way to real stasisBecondly, we present the choice of ARIMA
models and assess if Google-adjusted models hawsxr RMSFE and are more accurate than
their baseline counterparts, which answers ourrekbgpothesis. Finally, we present the
results of the analysis intended to show if Goaglgssted models help more accurately
predict the turning points in trends.
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4, Empirical findings
4.1. Correlation analysis

In answering the research question of whether ®obgends has valuable
information in forecasting macroeconomic varialitethe Baltic countries, we start out by
testing our first hypothesis. We postulate thatgbpularity of the search queries people are
entering into search engine Google must be pobjto@related with the real activity in the
economy, which is represented by real data stisfihe real data statistics are the monthly
statistics on unemployment rate, inflation rate,szdes and apartment sales, all of which are
in bold in the tables below. Below them we statertéflated search queries that we analyse

and the corresponding correlation coefficients sigdificance level.

4.1.1. Lithuania

The unemployment rate and Google search quenighdaelated terms have very
strong correlations in Lithuania (with an exceptionone term) and virtually all of the
coefficients are statistically significant eventl& level of significance. Most closely related
to the actual unemployment rate is the search “@\in@” with the correlation coefficient of
0.886. This result compares positively with 0.82frelation coefficient achieved in the
study of forecasting Italian unemployment (D’Amw@009). CV Online is the largest
employment agency in Lithuania and the resultésdfore completely intuitive. When
people are jobless or are about to become unenthltlyey turn to job advertisements and
employment agencies, which increases the searelgingty for the term and reflects the real
economic movement to unemployment. Furthermore dther terms “darbo pasymai”

(job offers) and “darbo skelbimai” (job advertisems) have strong positive and statistically
significant correlations as can be seen from thpefgix O. However, there are one time
series that have a counterintuitive correlatiorffament. “leSkau darbo” (look for a job)
seems to be negatively correlated to the unemploynage. Besides the coefficients does not
have the same level of statistical significancether search queries and the correlation
rapidly converges to zero. We argue that this magieur, because the search term itself is
not so popular and too broad, that it fails to espnt the unemployment rate and hence an
illogical correlation. Overall, the unemploymenageh queries have mostly intuitive
correlations and therefore are ready to be testeddr.

Inflation and its testing using Google Trendsugeydifficult as people rarely look for

inflation rate and capturing the inflation effestthe Google search engine is almost
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impossible. Nevertheless, we postulate that wheretls a broad concern for rising prices in
a country, there will appear students, researcaither citizens who follow the state of
the economy and look up inflation rate on the imé&rWe find that in Lithuania there is
actually quite a strong and positive correlatio® @27 between the inflation rate and the
search query “infliacija” (inflation) with the fits3 lags being statistically significant at 1-5%
levels of significance. This positive relationshifows using inflation searches in testing
further hypotheses.

Automotive sales statistics are analysed agaidgfé&rent search queries. Only two
out of these have positive correlation coefficieRissitive coefficient in this case is
interpreted as an indicator that whenever theam isicrease in search activity for “nauji
automobiliai” (new cars) and “Autoplius” (the lagjeauto advertisements platform) there is a
corresponding rise in actual car sales. Becauseathsales statistics provided by DataCentre
refer mainly to new car sales statistics, we natieelargest coefficient of 0.695 with the new
cars search query. A surprising result is that gidtas, the second largest online auto
advertisements portal in Lithuania, has a negatbreelation with the car sales statistics. In
this case it is also plausible that the overa#i@st in Autogidas webpage is not as great as
that of its leading competitor Autoplius, whichtlie reason behind this unexpected result and
the fact that the majority of cars sold throughdgitias are second-hand cars which do not
represent our real statistics of new cars. We shalglo note that the correlations were not
statistically significant where we did not obtamexpected sign for a search query e.g. “auto
skelbimai”, “naudoti automobiliai”.

Finally, we look into our findings in apartmentsarelated searches’ correlations.
Two out of four search queries turn out to be usé&iustly, Aruodas, the largest real estate
advertisements portal in Lithuania, has a cormtatioefficient of 0.481, which is statistically
significant at 1%. Secondly, “parduodami butai”gegments for sale) have the correlation
coefficient of 0.338, which is statistically sigicéint at 5%. The other two terms “butai”

(flats) and “nekilnojamas turtas” (real estate)yaroot to be the best searches for analysing
apartment sales. The first query may refer not tmlyales, but perhaps more often than not
to the apartments for rent. In the latter casd,estate is too broad a term which may be used
for looking for other forms of assets than aparttsetone.

Overall, Google search queries are mostly posjtiverrelated with the actual
underlying economic statistics in Lithuania and tmogportantly, all of the correlations are
statistically significant at 1-5%, which provideslid basis for our further investigation and

testing all of our hypotheses. Note, however, ithésee Appendix O) there are time series
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whoset-12 correlations are stronger than curreoorrelations, which may give rise to
spurious regressions. To avoid these problemsriioqeing further tests we transform the
data set using first differences and obtain statiptime series, which is supported by the

Augmented Dickey-Fuller test.

41.2. Latvia

Unemployment correlations in Latvia prove slighilgrse than in Lithuania. Only
one time series acquire intuitive positive corielaind three other Google search queries
turn out negatively correlated (see Appendix P).@Wine, the most popular online
employment portal in the Baltics, is the single tratatistically significant correlated
variable, with the coefficient of 0.820. This ismalst identical to the result achieved by
D’Amuri in Italy (D’Amuri, 2009). While “darba sludajumi” (job advertisements), “mekle
darbu” (look for a job) fail to comply with our e&ptations and are negatively correlated
with the actual Latvian monthly unemployment ratet®e other hand, the negative
correlation of “piedava darbu” (offer a job) an& thnemployment rate is correct, as the
increase in the number of job offers decreasesrkenployment rate. Furthermore, the
coefficients for “darba sludinajumi” and “mekle taf are virtually statistically insignificant
at all 12 lags.

The correlation between inflation and relevantdegerm is slightly stronger in
Latvia than in Lithuania and statistically sign#itt at 1% for all 12 lags that we are
investigating. Periodl correlation coefficient reaches 0.460 and offemseaium sign of
relationship. Although the coefficient is not tdoosg, it is interesting to see the resemblance
of the pattern to Lithuania and Estonia. As long &spositive we apply the queries in
further hypotheses’ tests.

Automotive sales and the related terms have pesitrrelation coefficients.
“Automasinas” (cars) and “reklama.lv” (a local adi@ements portal) correlation coefficients
are 0.552 and 0.381, respectively. “reklama.lvias a pure auto advertisements agency,
which creates unnecessary volatility in the dathr@sults in a weaker correlation as well as
smaller level of significance. For auto sales itviaawe have considered other search terms,
too, such as “Autoplius”, but the search activitydo small or the resulting time series are
too short and too noisy to be included.

Finally, Google search queries fail to obtain pesicorrelation coefficients on the
apartment sales statistics in Latvia, and thereessons for that. The primary reason is that

when it comes to looking for a flat online in Latwthe first website to visit is SS.LV rather
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than searching “dzivokli” (apartments) or “nekustasipasums” (real estate). However, we
could not use this search term as the webpagestsmmgimany more categories people visit

to explore, for example, job advertisements, adi@eisements, leisure etc.

4.1.3. Estonia

Estonia compared to Lithuania or Latvia has showach better results (see
Appendices O-Q). Out of 10 different search quethas we apply in Estonia, only one series
obtain negative sign of correlation, which is adsatistically insignificant. In analysing
unemployment rate we use “otsin tood” (look fooh)j CV Online and CV Keskus (another
online employment agency) and they all have pasitind statistically significant at 1-5%
first order correlation coefficients of 0.272, 046énd 0.680, respectively. CV Keskus in this
case is the most accurate measure and is sliglotlg oorrelated than the unemployment
search query CV Online which is the best indicatdhe other countries.

Using the logic and practice established by Guz(@aal), we use the keyword
“inflatsioon” (inflation) to capture a potential woern of rising inflation. Inflation testing
returns very similar coefficients among the threertries. In Estonia it is a positive 0.340,
and they are 0.427 and 0.460 in Lithuania and baté@spectively. Besides, the coefficient
exhibits statistical significance that providesadid/ basis for our model.

Auto sales statistics and the terms “autoaed’sjcand “kasutatud autod” (used cars)
are positively correlated. The former has the ¢oieffit of 0.647 and the latter obtains the
coefficient of 0.595, which both are relativelyostg results. No other terms related to cars
were significant in volume, volatility across timewere statistically significant event at
10%.

Finally, Estonian statistics on apartment sale®8positively correlated Google
search terms. Similar to the results in Latvia bitiduania, the search terms relating to some
online agency or portal do best in reflecting tharsh activity and changes in interest level.
City24, a real estate agency, is chosen as a seartor the apartment sales and it obtains
the correlation coefficient of 0.708. “korterid”’g@tments) comes in second with the
coefficient equal to 0.423. “kinnisvara” and “kwvhich both relate to the real estate, have
performed slightly worse and were not statisticaltynificant.

To sum up, we have shown that the vast majorith@fsearch queries we postulated
that the search queries that are correlated withethl statistics possessed strong and
statistically significant correlation in the Baltountries. The positive and significant

correlations allow us to build principal componenis of these series and use them in our
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further tests. These results support our first liypsis and we proceed in the following

sections with further analysis to answer our redegquestion.

4.2. ARIMA models selection and forecasting

We continue our review of the empirical findingsrhoving to the second hypothesis
testing, which postulates that the inclusion of @esearch data into forecasting model
improves the prediction accuracy vis-a-vis the lasenodel. We start out by making
necessary data transformation and choosing themighber oMA(q) andAR(p)terms.
Furthermore, the obtained data is examined usatgsBtal tests. A sample that consists of
over 50 variables and 36-108 observations for @adable allows us conducting univariate
time series predicting. In applying the Box-Jenkimsthodology it is required that the time
series be stationary or, in other words, shouldccoatain a unit-root. Otherwise, as we
discussed previously the data must be transformedling the differences. Needless to
mention, the main objective of Box-Jenkins methodylis to find out and estimate a chosen
model before even applying ARIMA model forecastamgl evaluation of the outcome.
Hence, for the purpose of credible forecastingimstary time series data that contains a unit
root will be worthless unless it is differentiat@the differentiated series indicate that the
autocorrelation function rapidly converges to @Qreesnumber of lags increases (much faster
than before differencing), and in our correlatiorlgsis we spotted some time series that do
not converge to 0.The Dickey-Fuller has been agpligh the aim to investigate if time
series data is non-stationary and contains a aoit(ARIMA(p,d,q))In the example below
(see Table 5) we clearly see that non-transfornagal for unemployment rate in Lithuania
contains a unit root (non-stationary). For instammm-transformed data of unemployment
rate in Lithuania does contain unit root, sinceaiatvalue in Interpolated Dickey-Fuller test
is equal to -0.7980 and it lies within acceptarargge. Having done first differencing (d = 1),
the value becomes equal to -5.2600, meaning thatmagly reject the hypothesis that data
is non-stationary. In all of the cases, excepirffiation, the data was non-stationary in the
first place and required taking the difference fhedd this problem and Dickey-Fuller test
strongly rejected the hypothesis that time ser&a dontained a unit root after the

differencing had been completed (see AppendicegL-M
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Table 5 First difference data transformation for unemplogimate in Lithuania.
Interpolated Dickey-Fuller critical value

Actual value 1% 5% 10%
ue_|It -0.7980 -3.4840 -2.8850 -2.5750
D.ue It -5.2600 -3.4840 -2.8850 -2.5750

Source: Computed by the authors.

Selecting purdR(p)andMA(q) models as stated previously is very importantax-B
Jenkins methodology. Undoubtedly, there usually béglmore than one model that might
seem suitable to the research and further analfeisever, it is also worth noting, that a
very common trap when selecting ARIMA models ister-specify the model through data
mining. On one hand, it would improve RMSFE in ausample forecasting. On the other
hand, it might clearly result in poor predictingwe in the out-of-sample forecasts.
Therefore, we understand that there is a necessitge selection criteria that would penalise
the variance of in-sample residual. We apply Akakaformation Criterion (AIC) and
Bayesian Information (BIC) criteria, that aims tonimise the residuals sum of squares and
add a penalty term which takes into the accounhtimeber of estimated parameters. In
addition, the advantage of applying a penalty maitiat it is objective and allows a
comparison of different ARIMA models. We run the aets with up to 3 autoregressive and
moving average lags, which is a common practicersymesearchers. Below there is an

example of our selection method ®R(p)andMA(Q):

Table 6 AR(p) and MA(q) identification for unemployment eain Lithuania.

AlC BIC
ue_lt (1,1,1) 91.1694  103.8965
(1,1,2) 87.1971  103.1061
(1,1,3) 85.5953  104.6860
(3,1,1) 89.2127  108.3034
(2,1,1) 89.2995  105.2085
(313) 653232  90.7775
(3,1,2) 87.2934  109.5659
(2,1,3) 90.8252  113.0976
(2,1,2) 87.2605  106.3512

Source: Computed by the authors.

In general, AIC is more favourable compared toBHe as it will usually result in a
lower number oAR(p)or MA(q) terms. However, the differences between AIC ard BI
criteria are not that remarkable in most of theesaand result in very similar suggested
models. We have run 9 different combinations of MRImodels containing andq legs

from 1-3 and, hence, choosing the models that aotita lowest AIC or BIC and progress
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with them to the next steps in the Box-Jenkins wadfogy. In total, there were 26 different
baseline ARIMA models (with and without search gegfrom Google) and this selection
resulted in 234 (9 x 26) combinations of possibtedeis for our further research. In

Appendix R we list baseline and Google-augmentedaisahat we selected.

4.3. Prediction error comparison

Having selected the baseline ARIMA models andGbegle-adjusted ARIMA
models we compare the predictive accuracies andlearsur second hypothesis which argues
that Google-adjusted models are more accuratethig@gnbaseline counterparts. In the Table
7below we state the RMSFE for the twelve best rmsehodels and 14 Google-adjusted
models which we selected in the previous sectiea f§ppendix R).We then calculate the
difference between the RMSFE of baseline and Geeglanced models to check if it
changes. Finally, we run Diebold-Mariano significariest to assess if the improvement in
forecasting accuracy is significant. This procedarearried out on two data sets, the first is
the whole data set and the resulting forecastseasample; the other case is when we divide
the data set into two parts and use the model dpgdlwith one part of the data set to predict
the other part’s data, and hence it is out-of-sarfgrlecasting.

In 11 out of 14 cases we find that Google-adjustRtMA models are more accurate

than the baseline model specifications, which suppmur second hypothesis (see Table 7).

Table 7 In-sample forecasting, accuracy and significanse te

Diebold- Diebold-
RM SFE RMSFE Change Mariano RM SFE Change Mariano
(before)  (componentl) test (component?2) test
(P-value) (P-value)
ue_lt 0.2817 0.2579 -8.47% 0.1007 0.2650 -5.93% 0.0949
ue_lv 0.6028 0.5710 -5.28% 0.0833
ue_ee 0.4864 0.4940 1.55% 0.2098 -
inf_It 0.4493 0.3586 -20.19% 0.0025 - - -
inf_Iv 0.3295 0.3366 2.18% 0.3369 - - -
inf_ee 0.3725 0.3596 -3.48% 0.0961 - - -
cars_lt 146.2053 139.1834 -4.80% 0.0890 135.7119 .18% 0.0866
cars_lv 129.3272 142.6068 10.27% 0.2315 - - -
cars_ee 133.0732 80.4510 -39.54% 0.0353
housing_It  48.7325 46.1874 -5.22% 0.4217 -
housing_Iv = 49.7215 46.5963 -6.29% 0.0872 -
housing_ee  47.5956 46.1401 -3.06% 0.0917 -

Source: Created by the authors.
Firstly, let us analyse the improvements achiewnddiiecasting unemployment. By

adding Google search component into the baselindARnodel specification we obtain
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lower RMSFE for Lithuania and Latvia, however, gher one for Estonia. The RMSFE
declines by 8.5% and 5.3% in Lithuania and Lateapectively, but rises 1.6% in Estonia.
Diebold-Mariano significance test yields that teeults are significant for the first two
countries and insignificant for Estonia at a 10@tm#gicance level. There were two
components related to unemployment searches inauiitla, and if we use component 2 the
RMSFE decreases by 5.9% and is also statisticghifcant. If compared to the previous
research, our result is slightly weaker than Vasaad Choi (2009) where their short-time
forecasting model for US unemployment enhanced dygle searches returned a 12.9%
lower prediction error than the baseline speciftieatD'Amuri and Marcuci (2010), on the
other hand, in their study on US unemployment faséing go way further and augment
simple ARMA standard model by Initial Claims foramployment, Google Index (GI) on
job-search-related queries and combinations of iath differing lags. They achieve a 29%
decrease in the mean squared error (MSE).

Secondly, we look at the inflation forecastingngsiGoogle. The RMSFE is reduced
by 20.19% in Lithuania and 3.48% in Estonia, wheliéacreases in Latvia when we
augment the baseline models. We argue that segrfdnmnflation is least intuitive
representation of a possible rise in inflation ratkich is reflected in rather weak 0.3-0.4 first
order correlations between searches and inflatatrsscs in the Baltics.

Thirdly, we compare the predictive accuracy of Geeafjusted models in
forecasting car sales. We find that Google searfdrasars in Lithuania, as bundled to
component 1 and component 2, reduce the RMSFE38% d4nd 7.2%, respectively. A huge
error reduction is achieved in Estonia, where tMSRE lowers by 39.5% compared to the
baseline model. No improvement is achieved in laathowever, where the accuracy
decreases by 10.3%. Our results resemble thesy@fad other studies. Varian and Choi
(2009) find that Google index improves forecastaacy by 18% measured by decrease in
MSE. Carriére-Swallow and Labbé (2010) in Chilafthat their built Google Trends
Automotive Index reduces RMSE by around 10% acsessral specifications.

Moreover, Google searches turn out useful in ptegjapartment sales across the
three Baltic countries. We find that RMSFE in Liéimia, Latvia and Estonia are reduced by
5.2%, 6.3% and 3.1%, respectively. Unlike previsearch categories, apartment sales show
better results for all of the countries. Howevhg improvements are not that significant as in
US studies and Diebold-Mariano test fails to refeethypothesis that forecasting accuracies
of the baseline and Google models are differehitiruania. The main reason for lower

improvement is that apartment sales data qualitiggrBaltics is worse than in US. In
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Lithuania, for instance, National Registry is thoai which provides real estate data for
companies, however, this information is inaccueatd the largest real estate companies have
their own data sourcing techniques and therefove kary different data sets. The Register
data is not correct, because it depends on thendeda the property is officially registered
which might take place at a different time thanab&ual purchase date, hence distorting the
statistics. In US, on the other hand, there idaheous S&P Case-Shiller Home Price Index
for home prices and US Census Bureau which proviaesolumes of home sales statistics,
which are reliable and have been successfully us€bogle studies by Kulkarni (2009) and
Wu and Brynjolfsson (2009).

Besides, we performed computations and RMSFE clsaagjevell as predictive
accuracy with equal ARIMA models. In other wordg @mployed ARIMA models with the
same number gf andq for AR and MA processes correspondingly. The teststationarity
have been performed in both case regardless theecbhbthe model. The results indicate that
search queries from Google contain some valuabtenration as the forecasting errors have
decreased (see Table 8). However, we have a smalteber of macroeconomic variables
where forecasting errors decreased. For instaooegdsting error for unemployment rate in
Latvia has actually increased as much as 14.7%gththe hypothesis that the models with
and without Google components had the same preéeiaticuracy has been rejected i.e. p-
value = 0.3194. In a similar manner, the predictigeeuracy decreased for inflation rate in
Estonia, however not statistically significant, t@enerally speaking, the results obtained
were not as good as in the case of the best mfaligfhsand without Google component)
selection. On the other hand, the majority of fasting errors decreased and was statistically
significant at 5-10% level while the results wetaistically insignificant in the cases of
absence of RMSFE improvement.

Table 8 In-sample forecasting accuracy and significance(Medels with the same p and q in ARIMA).

Diebold- Diebold-
RM SFE RM SFE Change Mariano RM SFE Change Mariano
(before)  (componentl) 9 test (component?2) 9 test
(p-value) (p-value)
ue_lt 0.2817 0.2579 -8.47% 0.1007 0.2656 -5.71% 0321
ue_lv 0.6028 0.6914 14.69% 0.3194 - -
ue_ee 0.4864 0.4940 1.55% 0.2098 - -
inflation_It 0.4493 0.3899 -13.24% 0.0006 - -
inflation_Iv 0.3295 0.3489 5.90% 0.5064 - - -
inflation_ee 0.3725 0.3781 1.50% 0.9656 - - -
cars_|t 146.2053 139.1834 -4.80% 0.0890 137.7734 .77% 0.0460

cars_Iv 129.3272 147.8174 14.30% 0.4105 - - -
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cars_ee 133.0732 80.4510 -39.54% 0.0353 - -
housing_lt 48.7325 46.1999 -5.20% 0.0722 - -
housing_Iv 49.7215 48.8358 -1.78% 0.0946 - -
housing_ee 47.5956 46.1401 -3.06% 0.0917 - -

Sour ce: Created by the authors.

Finally, we carry out the same tests out-of-sampihe Google-adjusted models fail at
out-of-sample forecasting and in the majority cfesathe RMSFE of the adjusted model
increases quite significantly. This might be causgdery short samples that Google Trends
now offers and therefore models become over spelitir the given sample. It is very
convenient to compare the graphical representafitime model performance in-sample and
out-of-sample by looking at the Appendices A, Bp€in-sample and Appendices D, E, F
for out-of-sample performance. Notice how the latt@dels are less aligned with the real
data.

In closing, the second hypothesis is not rejedtagtianalyse in-sample, whereas it
can be rejected in an out-of-sample analysis. Weeathat currently the data set has its
flaws, because it is too short and contains twaness cycles that cannot be fixed for in this

set.

4.4. Turning points

In this section we describe and analyse grapli€atiogle Trends’ ability to predict
turning points of trends earlier than the benchma@n one hand, the incorporation of search
gueries from Google in forecasting turning pointkes this study novel, on the other, the
small sample size (2007-2012) obtained from thegBomterface and the fact that this short
sample was used for 6-months prediction, makegtbepretation and robust conclusions
extremely challenging. As we have discussed imtathodological part, the forecasting
accuracy is compared against the real data atttand forecasts that are based on all
information except search queries from Google (Bemark). In general, the smoothed line
has to be: 1) Remarkably closer to the baselin®d&Re a turn earlier than the baseline or at

least benchmark.

4.4.1. Lithuania

Given the size of the sample, the most signifieamt interpretable results were
obtained for unemployment rate and car sales (pperdix G). Car sales significance is

consistent with the fact that more and more shapgather information carefully and
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intensively when considering a large acquisiticat themands huge financial commitment
(Wesley, LeHew, & Woodside, 2006). Although thesaisufficient amount of data for a real
inflation rate the stationary nature of data améry small sample for search queries resulted
in the fact that the line is quite straight. ThEsue brings some interesting, but not
insuperable challenges in making the interpretatmfrthe data. If we look at the car sales we
see that the line turns a little bit earlier thae baseline (see Appendix G). For instance,
Google component 1 (dotted line) began demonsgatipossible drop in cars’ sales already
in 2007 while the sales peaked in the beginnin0®B and started decreasing sharply as a
result of the global crisis in 2008. This suggéiség smoothed series of search queries can be
a particularly useful sentiment indicator. The floigssuccess can also be explained by a
sufficient amount of search queries, which comesifan increased activity in searching for
autos on mobile phones, as well as the fact thaptlpeend to consider a large acquisition
more carefully before making the decision that nexgua large financial commitment
(Wesley, LeHew, & Woodside, 2006). For instance,ittdependent survey agency indicated
that as much as 11% of all consumers tend to nafe bhcquisitions on the internet
(RinkodaraLT, 2012). However, we to be cautiouthasHodrick-Prescott filter does possess
high accuracy at the ends of the sample and wenaili’enture to draw robust conclusions as
the predicted turning points were in the beginrohthe sample.

On the other hand, housing sales have not demtedi®a good a performance with
the primary reason of relatively small sample &f $earch queries related to housing
activities i.e. it is often the case, that thersiisply not enough search queries (Google
Trends = 0). Nevertheless, we still can see inargaSoogle components line together with
very volatile, but rising level of housing salegwally at the same time. In this scenario, it
did not perform well as a leading indicator. Agaoim that, Google component is a better
predictor than just a straight benchmark line &ppendix G). Unfortunately, the
performance of forecasted trend in inflation ratggests that there is no value in anticipating
a major change well in advance. Moreover, the tatice between search queries and the
real data is remarkably lower than among other cexmnomic variables and corresponding
search keywords. Hence, one should not be surpbigéige absence of relationship between
people’s sentiment or activity in searching infotima about inflation and real data. As a
result, we have very straight lines and very littleeero value in predicting turning points in
Lithuanian inflation rate.

As it is clearly seen from the graph (see Appel@lixthe search queries for job-

related activities started to climb in the periddene 2007- June 2008when the
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unemployment rate was at historical lows. Moreottes, pattern of search queries suggested
possible sharp jump in number of unemployed pesgleral months in advance. As it
proved to be the case, unemployment rate just skgted afterwards. On the other hand, we
would not venture to strictly conclude that jobateld search queries anticipate major
changes in unemployment rate in advance, as oyslearantains only one type of business

cycle — economic downturn.

4.42. Latvia

The Google components did perform equally welleadhmark lines and did not
indicate a major change in real data in advanceirnstance, the unemployment rate peaks
around January2010, so do Google search querieg\(ggndix H). Certainly, a number of
search queries are partly related to and depemdesigration scale, as whenever the
unemployment rate goes up there is a higher teropttd look for career opportunities
abroad and Latvia still remains as one of top atesin emigration across Europe (Elta,
2011). Latvia is also among top 3 as a frequenp@oonline with as much as 70%
population shopped at least once online (Gemius)R®As a result, we can see that housing
and cars’ sales are moving in step, suggestingptigble do not search for exploring or
consideration purposes, which could indicate thimgness or plans to make a large
acquisition, but rather to make a predetermineidmdd buy a car or home.

The results for inflation rate again proved to beninsignificant and of little value,
suggesting that there is no value of Google compisne trying to anticipate particular
patterns or, more importantly, breakouts in th&atidn rate. All in all, the results are less

significant and contain less valuable informatiompared to Lithuania.

4.4.3. Estonia

Interestingly enough, the results reveal the faat tisage or penetration of internet
does not necessarily result in a stronger Googéads’ power of being a leading indicator.
Estonia has had the highest internet penetratidimeiBaltics in the period (Eurostat, 2013),
however Google Trends data does not perform biettgrotting turning trends than in other
countries. In Estonia we see that there is a dredationship between search queries and the
number of new cars sold at tirhemeaning that the timeframe between search quehaa
acquisition is very small — no valuable informatiarforecasting a turning point in advance
(see Appendix ). Hence, we can conclude that ¢laech queries from Google do not have a

superior ability to predict a turning point in adea. Also, the turning points were not
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predicted for inflation rate in advance either, @vhis in line with the findings for Latvia and
Lithuania. All in all, the smoothed 6-months ahéa@cast did not show outstanding
performance in anticipating major changes or bratstkin real data of key economic
activities and resulted in the strong rejectio®®hypothesis for Estonia, in particular.
Taking into account the fact that the search geertmtain valuable information for
forecasting short-term activities we aimed to raimequestion whether adding search queries
would result in ability to predict turning points advance. Hence, we were seeking for
further comparison of the forecasting performanfcéhn® models that contains and does not
contain Google Trends (Benchmark and Google commehdn a similar manner to the
previous computations and econometric analysifiave used the existing database of the
variables for our model estimation. Our analysiggasts that search queries might contain
some valuable information in forecasting turningng® This is particularly the case in
forecasting unemployment rate and cars sales uaitia, where the turning points changed
its direction earlier (several steps in advancaith turn in real data occurred. Unfortunately,
it is not the case with the remaining countrieghasabsolute numbers of search queries are
remarkably lower. Our findings from this sectiomctude that there is a potential for the
method used, however limited availability of datakes practical implementation extremely
challenging and nearly impossible. Hence, we refee® hypothesis as majority of the
results did not demonstrate Google components sudyility of anticipating a turning point

in key economic activities in advance.

4.5. Baltic comparison

Given the results of our three hypotheses’ testirggcompare the results across the
three countries. If we firstly look at the corrédait analysis we find that Lithuania and Latvia
obtained 6 and 5 unexpected correlations, resgdgtiwhile in Estonia only 1 such case
occurred. What is more, that case (“kinnisvarasglitcan be explained by the fact, that the
search query does not entirely render the intenaehing. The evidence of such a
remarkable difference in correlations of Estongacampared to the other two countries,
raises a question of whether there are any stralabniother reasons underlying this case.

Our main reckoning is that there must be somethiitiyg the overall internet usage in
Estonia that makes Google search results moreatecand significant. Google data is
available from 2004 onwards; therefore we anallisdriternet penetration statistics of the
three Baltic countries for the same period. We fimat at the start of the period, in 2004,

Estonia’s internet penetration was 45%, which wasat double the size of penetration in
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Lithuania and Latvia at that time (Eurostat, 20I3)e gap between internet usage in Estonia
and the other two countries has almost disappdaréaday, however, Estonia has
persistently had higher level of internet usage.

There are underlying reasons for that. Ever sirgterita became a democratic state
after the collapse of the Soviet Union, it staiiteasting into the Information and
Communication Technologies (ICT) and has becomeobtige most advanced e-societies in
the world (Estonia, 2012). Today it offers e-Gaweent, e-Vote, e-Healthcare, e-ID and
many other electronic services that other counairesar away from introducing. With a
strong focus on becoming technologically advandedugh constant investment in ICT and
educational programs, such as the famous Tiger peagram (Kangur, 2009), Estonian
citizens are more sophisticated when it comes nopeters and therefore internet usage and
this provides a potential explanation for more gigant correlations.

As a second step, we look at the prediction egductions across the Baltics. On this
occasion Lithuania sees all 4 ARIMA models’ preidictaccuracy improve when the Google
components are added. In Estonia, on the on thex bnd, there are 3 out of 4 cases when
the Google inclusion helps to reduce RMSFE ancethes 2 such cases in Latvia (see Table
7).That said, the expectation that the higher iidepenetration in Estonia will help to better
improve ARIMA benchmark models has not been f@éll Higher penetration did help with
more logical correlations, but was not in any wageptionally helpful in predicting more
accurately. Some people might be more inclinecatbey a vast variety of information before
turning to real actions, whereas others might bekguith that, which makes internet
penetration alone not an all-encompassing factoiddey the usefulness of search queries in
forecasting.

Finally, we investigate Google Trend’s potentiaboticipating turning points and
breakouts in economic activity well in advance. Sh@othed lines of 6-months forecast
show that there is very little value in predictegurning point in real data in all 3 Baltic
countries in all 12 cases, except for unemploymatet and cars sales in Lithuania (see
Appendix G). The improved turning point forecastd ithuania, however, have to be viewed
with caution, as Hodrick-Prescott filter is usualigt precise at the ends of the sample. The
prediction for the turning points in 2008 was basadhe data in the beginning of our
sample, which is a potentially inaccurate case.

In conclusion, the viability of Google Trends aseav source of leading data is very
similar across the Baltics. Initially, it might sed¢hat Estonia’s better alignment between

search queries and real statistics data has toobe mseful in forecasting exercises; however
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it does not turn out to be the case. Google Tréeisy a very young application it is now
too soon to judge which underlying factors mightleéind more accurate Google-adjusted
models in some countries as compared to the othkis.can be caused by cultural decision

making differences and other reasons, which woedglire a separate study to find out.
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5. Conclusions

The study aims to introduce Google Trends to thHiédBeountries, develop
methodology and assess if there is valuable infoom&ontained in search queries that can
be useful in forecasting economic activity in thati®s. By focusing on three hypotheses we
conduct a study that comprehensively assesses &doghd’'s potential in the Baltic
countries. We use ARIMA model as our forecastirg, tawhich is a common practice among
researchers in this new field. In addition, wefast to use principal component analysis to
incorporate Google Trends data into the modelscivis a useful innovation for the studies
in emerging markets. Besides, we apply Diebold-&tawiin testing Google Trends’
forecasting accuracy and include a unique anabfdiend’s turning points which we
develop via Hodrick-Prescott filter.

Firstly, we find that across the Baltic countribe majority of our selected search
gueries are positively correlated with the realneeoic statistics, which suggests that the
searching activity on Google search engine reptesdba society’s real concerns and
intentions. The positive correlations between Geaglarches and corresponding real
statistics vary from 0.338 to 0.886 in Lithuani&83&L to 0.820 in Latvia and 0.179 to 0.708
in Estonia. In addition, we spot underlying struatueasons for Estonia’s superior
correlation results as compared to Lithuania anglibaThe country has had a greater
internet penetration and better IT-educated pethptrighout the study period.

Secondly, we generate 12 best baseline and 143oegile Trends-adjusted ARIMA
forecasting models that are built in accordancé WitC and BIC information criteria. We
find that in 11 out of 14 cases the inclusion obGle Trends data makes in-sample
forecasting more accurate. The results are qumarneable that we achieve 8.5% more
accurate Lithuanian unemployment rate forecast2%2®etter prediction for Lithuanian
inflation rate and 39.5% better forecasts for Estorcar sales, when Google Trends data is
used. As a robustness check, we find that Googlad& benefits forecasts even if not the
optimal specification is chosen (the one identicals AR(p), I(d), MA(q}o the best baseline
model). The Google Trends-adjusted models, thodgmot perform well in out-of-sample
exercise.

Thirdly, we use Hodrick-Prescaott filter to creavad term trends and evaluate
whether Google data, being more dynamic and sentibvesed, can help in predicting the
turning points in trends quicker. We find thatte tnoment, Google data is not ready to be
used in trend movement analysis for two reasons.i®that the data set contains two major
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business cycles and the other one is that withstimatt sample it is impossible to avoid this
issue. From the graphical analysis that we contheee is little to gain, as the trend lines do
not differ significantly if we adjust our baselinedels by Google Trends data. Although
Google Trends smoothed line provides leading infdrom in some cases, we do not
conclude its superiority for now.

In closing, Google Trends search queries closalgmible the real economic activities
in the Baltic countries. It proves to be benefiamlshort-term forecasting of unemployment,
inflation, car sales and apartment sales and car ss an additional indicator of economic
activity. There is no strong evidence of Googlenti€ ability to predict turning points in
trends. Although being so young Google Trends do¢®ffer large data set and poses many
challenges, we prove that it deserves more attefitton academic and business community
in the Baltics.

Our paper is first in this field in the Central adstern Europe region and therefore
there are a number of suggestions that furthearekers could follow. First of all, Google
Trends’ predictability could be compared with otheading indicators, such as the Consumer
Confidence Index and other measures used by agsiofel forecaster. Secondly, through
interactions with other leading indicators and Iegdorecasting methods Google Trends can
be used in looking for the best possible methoidEcasting in the Baltics. We have run
short-term forecasts using Google Trends-adjustetM models and show that they move
in accordance with the forecasts of Bank of Latiithuanian Bank and Estonian Bank (see
Appendix N). This suggests that more complex mottela ARIMA might bear very
interesting results. Finally, Google Trends as@lieation can be applied in such areas as
epidemiology, tourism, financial markets, which @dso be analysed in the Baltics and

Central and Eastern Europe region at large.
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Appendix 1
Figure 1. One-step ahead forecasting with and without Googieponents for Lithuania (In-sample).
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Appendix 2
Figure 2: One-step ahead forecasting with and without Google aomapts for Latvia (I-sample)
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Appendix 3
Figure 3: One-step ahead forecasting with and without Googieponents for Estonia (In-sample).
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Appendix 4
Figure 4: Out-of-sample forecasting for Lithuan
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Appendix 5

Figure5: Out-of-sample forecasting for Latvia
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Appendix 6

Figure 6. Out-of-sample forecasting for Estonia.
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Appendix 7
Figure 7: Six-steps ahead forecasting for Lithuania (HodRekscott filterdl=14400).
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Appendix 8
Figure 8: Six-steps ahead forecasting for Latvia (Hodrickseagt filterA=14400).
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Appendix 9
Figure 9: Six-steps ahead forecasting for Estonia (HodricdsPott filteri=14400).
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Appendix 10

Table9 Out-of-sample forecasting models, accuracy andfgignce tests.

Diebold- Diebold-
I(qb'\gfi':; (coﬁhg;':ei t1) Change Marianotest (co?nl\[;losnl:eﬁtz) Change Mariano test
(P-value) (P-value)
ue_lt 0.3488 0.4015 15.09% 0.0655 0.3474 -0.43% 0.9066
ue_lv 0.8801 0.6110 -30.58% 0.0001 - -
ue_ee 0.6101 0.7509 23.07% 0.0492 - - -
inf_lt 0.4162 0.3749 -9.92% 0.0000 - - -
inf_lv 0.3795 0.4395 15.81% 0.0000 - - -
inf_ee 0.3238 0.3378 4.32% 0.4821 - - -
cars_It  111.8944 117.8960 5.36% 0.3511 140.1325 25.24% 96.09
cars_lv. 112.0812 101.4130 -9.52% 0.0002 - - -
cars_ee  123.9251 162.5358 31.16% 0.1122 - - -
housing_It 143.1234 252.6676 76.54% 0.0411 - - -
housing_Iv  69.3454 83.9615 21.08% 0.0000 - - -
housing_ee 94.5541 94.9702 0.44% 0.0056 - - -

Source: Computed by the authors.
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Appendix 11

Table 10 I(d) identification and test of stationarity foll ahriables.

Interpolated Dickey-Fuller critical value

Actual value 1% 5% 10%
ue_lt -1.0410 -3.4840 -2.8850 -2.5750
D.ue It -5.1990 -3.4840 -2.8850 -2.5750
ue_lv -0.6980 -3.5090 -2.8900 -2.5800
D.ue lv -10.0600 -3.5090 -2.8900 -2.5800
ue_ee -1.3500 -3.4930 -2.8870 -2.5770
D.ue ee -9.0120 -3.4930 -2.8870 -2.5770
inf_It -10.4000 -3.4760 -2.8830 -2.5730
inf_lv -6.4710 -3.5080 -2.8900 -2.5800
inf_ee -7.4620 -3.5080 -2.8900 -2.5800
cars_lt -1.8110 -3.5480 -2.9120 -2.5910
D.cars It -11.5050 -3.5480 -2.9120 -2.5910
cars_lv -1.2190 -3.5180 -2.8950 -2.5820
D.cars Iv -9.4760 -3.5180 -2.8950 -2.5820
cars_ee -2.8150 -3.4920 -2.8860 -2.5760
D.cars ee -16.0000 -3.4920 -2.8860 -2.5760
housing_It -5.1440 -3.6820 -2.9720 -2.6180
housing_Iv -3.8650 -3.6820 -2.9720 -2.6180
housing_ee -3.3630 -3.6820 -2.9720 -2.6180
D.housing_ee -6.8270 -3.6890 -2.9750 -2.6190
ue_lt factorl -2.2370 -3.5350 -2.9040 -2.5870
D.ue It_factorl -12.0860 -3.5350 -2.9040 -2.5870
ue_lt_factor2 -1.6740 -3.56350 -2.9040 -2.5870
D.ue It_factor2 -11.1880 -3.5350 -2.9040 -2.5870
cars_lt_factorl -2.0930 -3.56270 -2.9000 -2.5850
D.cars It_factorl -11.6090 -3.5270 -2.9000 -2.5850
cars_lt_factor2 -1.5330 -3.5270 -2.9000 -2.5850
D.cars It_factor2 -9.5690 -3.5280 -2.9000 -2.5850

Source: Created by the authors.
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Table 11 I(d) identification and test of stationarity foil ghriables (Continued).
Interpolated Dickey-Fuller critical value (continued)

Actual value 1% 5% 10%

housing_It_factorl -3.0240 -3.5370 -2.9050 -2.5880
D.housing_lIt_factor1 -8.8400 -3.5370 -2.9050 -2.5880
ue_lv_factorl -2.6040 -3.5590 -2.9180 -2.5940
D.ue lv_factorl -9.4380 -3.5590 -2.9180 -2.5940
ue_lv_factor2 -3.4950 -3.5590 -2.9180 -2.5940
D.ue |lv_factor2 -10.9450 -3.5590 -2.9180 -2.5940
housing_lIv_factorl -3.0240 -3.5370 -2.9050 -2.5880
D.housing_lv_factor1 -8.8400 -3.5370 -2.9050 -2.5880
ue_ee_factorl -2.6240 -3.5730 -2.9260 -2.5980
D.ue ee factorl -9.9170 -3.5730 -2.9260 -2.5980
cars_ee_factorl -3.4670 -3.6280 -2.9500 -2.6080
D.cars ee factorl -8.2120 -3.6280 -2.9500 -2.6080
housing_ee_factorl -2.2400 -3.5720 -2.9250 -2.5980
D.housing_ee factorl -7.7650 -3.5720 -2.9250 -2.5980
infliacija -2.9570 -3.56370 -2.9050 -2.5880
D.infliacija -10.2060 -3.5370 -2.9050 -2.5880
inflacija -3.5040 -3.5140 -2.8920 -2.5810
D.inflacija -12.3550 -3.5140 -2.8920 -2.5810
inflatsioon -3.3240 -3.5460 -2.9110 -2.5900
D.inflatsioon -12.9610 -3.5460 -2.9110 -2.5900
automasinas -2.7600 -3.5380 -2.9060 -2.5880
D.automasinas -14.7990 -3.5380 -2.9060 -2.5880

Source: Created by the authors.
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Table 12 Monthly forecast values from Google models formpyment and inflation rates in the Baltics
2013 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Lithuania

;rt‘eer(*(‘)/g')oyme“t 1138 1143 1156 1051 1050 10.88 975 969 10.279.13 903  9.76

Inflation rate

(%) 0.2422 0.2393 0.3079 0.3126 0.3095 0.3398  0.344 428.3 0.3572 0.3594 0.3586 0.3661

Latvia
Unemployment
rate (%)
Inflation rate
(%)

13.85 13.71 13.82 13.60 13.92 13.67 14.11 13.84 3414. 14.07 14.59 14.34

0.1169 0.1864 0.2322 0.172 0.2163 0.2458 0.2138 440.2 0.2655 0.2465 0.2695 0.2849

Estonia
Unemployment
rate (%)
Inflation rate
(%)

9.70 9.94 9.98 10.07 10.39 10.23 10.46 10.78 10.530.82 11.11 10.86

0.1797 0.1109 0.2594 0.1577 0.2883 0.1904 0.2981214@. 0.3009 0.2326 0.3012 0.2467

Source: Created by the authors using data from CentrakBémthe Republic of Lithuania (2013), Bank of
Latvia (2013), Bank of Estonia (2013).

Table 13 Monthly forecast values from Google models for upsryment and inflation rates in the Baltics

2014 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Lithuania

Unemployment

rate (%) 8.65 8.51 9.36 8.33 8.16 9.07 8.16 7.98 8.9 8.13 947. 884

Inflation rate (%) 0.3672 0.3668 0.3706 0.3711 0.3709 0.3728 0.37313730. 0.3740 0.3741 0.3740 0.3745

Latvia
Unemployment
rate (%)
Inflation rate (%) 0.2722 0.2899 0.3018 0.2926 0.3065 0.3158 0.3088B199. 0.3272 0.3219 0.3306 0.3365

14.84 14.6 15.08 14.86 15.31 15.11 15.51 15.34 915.615.54 15.86 15.72

Estonia

;rt‘grg)/g')oyme"t 1113 11.38 11.14 11.38 1158 11.38 1158 11.73 5711. 11.72 11.84 11.71

Inflation rate (%) 0.3007 0.2576 0.3000 0.2661 0.2994 0.2728 0.2989 2780. 0.2985 0.2821 0.2981 0.2853

Source: Created by the authors using data from CentrakBéthe Republic of Lithuania(2013), Bank of
Latvia (2013), Bank of Estonia(2013).

Table 14 Average forecast values for unemployment and ioftetates (2013-2014) from LT, LV and EE
central banks and Google models

2013 2014 2013 2014 2013 2014
Lithuanian Bank Bank of Latvia Eesti Pank
Unemployment rate (%) 11.6 10 Unemployment rate (%) N/A N/A Unemployment rate (%) 9.4 8.9
Inflation rate (%) 24 3 Inflation rate (%) 2 N/A Inflation rate (%) 3.6 24
Google forecast Google forecast Google forecast
Unemployment rate (%) 10.3 85 Unemployment rate (%) 14.0 153 Unemployment rate (%) 10.4 11.5
Inflation rate (%) 39 4.6 Inflation rate (%) 2.7 38 Inflation rate (%) 28 35

Source: Compiled by the authors.
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Table 15 Search queries and real data statistics correlatibithuania
Search queries and real statisticsdata correlation in Lithuania
Unemployment t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10  t-11  t-12
CV online 0.886 0.907 0.921 0.933 0.940 0.941 0.939 0.935 0.926 0.917 0.906 0.892 0.870
*k*k *%k%k *%k% *k%k *%k% *k*k *k%k *k*k *k%k *k*k *k*k *k*k *k*k
darbo 0.45¢ 0.53: 0.60: 0.66¢ 0.71¢ 0.76¢ 0.80¢ 0.84( 0.87: 0.89¢ 0.917 0.92¢ 0.93:
paSﬁ|ym a| *%k% *kk *kk *k%k *kk *k% *k%k *%k% *k%k *%k% *k% *%k% *k%
darbo skelbimai  0.3690.428 0.483 0.533 0.581 0.625 0.663 0.698 0.731 0.763 0.791 0.814 0.832
*k*k **k%k **k% *k%k *%k%k *k*k *k%k *k*k *k%k *k* *k*k *k*k *k*k
ieSkau darbo 0.587 0.537 0.487 0.431 0.373 0.316 0.256 0.196 0.136 0.074 0.009 0.057 0.118
*%k% *kk *kk *k%k *kk *k% *k%k *%
Inflation t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9  t10 t-11  t-12
infliacija 0.427 0.329 0.322 0.240 0.156 0.091 0.224 0.141 0.083 0.057 0.082 0.111 0.098
*%k% *kk *kk *% *
Car sales t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9  t10 t-11  t-12
auto skelbimai  0.160 0.120 0.082 0.047 0.003 0.043 0.087 0.126 0.176 0.2208.264 0.288 0.331
*% *% * *
autogidas 0.562 0.552 0.542 0.532 0.522 0.515 0.505 0.497 0.489 0.480 0.473 0.464 0.458
*k*k *%k%k *%k%k *k%k *%k%k *k*k *k%k *k*k *k%k *k*k *k*k *k*k *k*k
autoplius 0.482 0.510 0.509 0.462 0.450 0.415 0.381 0.347 0.294 0.242 0.204 0.135 0.067
*%k% *kk *kk *k%k *kk *k% *k%k *k% *k%k *% *
naudoti - - -

0.109 0.072 0.020 0.041 0.069 0.118 0.152 0.179 0.202236 0.258 0.277 0.301
automobiliai . . - - xk
nauiji 0.69t 0.68: 0.687 0.687 0.71: 0.68¢ 0.68( 0.67% 0.62¢ 0.61¢ 0.55( 0.48( 0.46¢
automoblllal *%k% *kk *kk *k%k *kk *k% *k%k *k% *k%k *%k% *k% *%k% *k%
Apartment t t1 t2 t3 t4 t5 t6 t7 t8 t-9 t-10 t11  t-12
sales
butai 0.295 0.338 0.348 0.399 0.262 0.329 0.256 0.333 0.348 0.381 0.420 0.451 0.407

* *% *%* *% *% *% *% *% *% *k*k *%
aruodas 0.481 0.418 0.210 0.098 0.1130.080 0.183 0.523 0.474 0.566 0.622 0.732 0.631

*k*k *% *k*k *k%k *k*k *k*k *k*k *k*k
parduodam 0.33¢ 0.347 0.49C 0.49C 0.48¢ 0.48: 0.56( 0.527 0.58: 0.55¢ 0.49¢ 0.35: 0.29:
butal *%* *% *%* *k%k *%k%k *k*k *k%k *k*k *k%k *k*k *k*k *%* *
nekilnojamas 104 450 0502 0.484 0.327 0.396 0372 0.390 0.386 0478 0.483 0481 0.521
turtas *%* *%k%k **k%k *k%k *% *% *% *% *% *k*k *k*k *k*k *k*k

Sour ce: Calculated by the authors using data from Dataeg2013), Oberhaus (2013), Lithuanian Statistics
Department (2013), Google Trends (2013).
Note: *, ** *** indicate that the results are siicant at 10% P < 0.1), 5% P < 0.05) and 1% P < 0.01)
significance levels, respectively.
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Appendix 15

Table 16 Search queries and real data statistics correlatibatvia.

Search queriesand real statisticsdata correlation in Latvia

Unemployment t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10 t11 el
CV Online 0.820 0.827 0.813 0.809 0.792 0.744 0.706 0.635 0.538 0.435 0.325 0.189 0.042

darba sludinajumi  0.137 0.120 0.095 0.080 0.043 0.004 0.004 0.025 0.060 0.089 0.106 0.136 0.153

mekle darbu 0.212 0.186 0.183 0.199 0.170 0.173 0.188 0.162 0.151 0.151 0.111 0.112 0.127

piedava darbu 0.293 0.272 0.258 0.241 0.215 0.197 0.178 0.154 0.141 0.131 0.114 0.105 0.107
*

*kk *kk *% *k *%
Inflation t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10  t-11  t-12
0.46C 0.42¢ 0.427 0.452 0.40: 0.38¢ 0.38t 0.32¢ 0.33¢ 0.35] 0.32¢ 0.32¢ 0.371
inflacija *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk
Car sales t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10  t-11  t-12
automasine 0.55z 0.57¢ 0.58: 0.60¢ 0.637 0.651 0.67¢ 0.69¢ 0.70% 0.71¢ 0.72¢ 0.73¢ 0.73:
*kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk
reklama Iv 0.381 0.330 0.289 0.237 0.183 0.145 0.114 0.077 0.041 0.003 0.036 0.067 0.067
*kk *kk *% *
Apartment sales t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10  t-11  t-12
dzivokli 0.501 0.478 0.552 0.561 0.497 0.420 0.442 0.478 0.439 0.440 0.441 0.383 0.424
*kk *kk *kk *kk *kk *% *kk *kk *kk *kk *kk *% *kk
nekustamais 0.461 0.469 0.503 0.525 0.560 0.507 0.569 0.620 0.627 0.695 0.693 0.729 0.719
i pas u ms *kk *kk *kk *kk *k%k *kk *kk *k% *kk *k%k *kk *kk *kk

Source: Calculated by the authors using data from Dataed2013), Oberhaus (2013), Google Trends (2013),
Central Statistical Bureau of Latvia (2013).

Note: *, ** *** indicate that the results are sificant at 10% P < 0.1), 5% ¢ < 0.05) and 1% P < 0.01)
significance levels, respectively.
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Table 17 Search queries and real data statistics correlati&stonia.

Sear ch queries and real statisticsdata correlation in Estonia

Unemployment t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10  t-11  t-12
otsin tood 0.272 0.132 0.071 0.0290.056 0.138 0.207 0.311 0.354 0.385 0.390 0.381 0.451
*% * *k *kk *kk *% *kk
CV Online 0.60¢ 0.57¢ 0.54t 0.50¢ 0.47: 0.43¢ 0.40z 0.36¢ 0.33C 0.297 0.26¢ 0.207 0.14¢
*kk *kk *kk *kk *kk *kk *kk *kk *k *
CV keskus 0.680 0.669 0.660 0.646 0.630 0.611 0.588 0.562 0.541 0.516 0.487 0.455 0.408
Inflation t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10 t-11  t-12
inflatsioon 0.340 0.411 0.409 0.534 0.464 0.490 0.477 0.496 0.480 0.477 0.432 0.393 0.349
*kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk
Car sales t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10 t-11  t-12
autoae 0.647 0.66% 0.67% 0.701 0.68t 0.66z 0.65( 0.61¢ 0.57¢ 0.57¢ 0.54z 0.54¢ 0.53¢
*kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk *kk
kasutatud autod 0.5950.636 0.618 0.594 0.608 0.646 0.665 0.628 0.619 0.643 0.559 0.521 0.514
Apartment sales t t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10  t-11 t-12
kinnisvara 0.019 0.055 0.007 0.016 0.002 0.154 0.164 0.145 0.117860.00.110 0.273 0.196
korterid 0.423 0.401 0.397 0.185 0.287 0.360 0.445 0.189 0.130 0.159 0.249 0.154 0.206
kv 0.17¢ 0.21z 0.14¢ 0.067 0.011 0.29¢ 0.46( 0.37z 0.23C 0.45€¢ 0.48z 0.43¢ 0.33(C
City24 0.708 0.699 0.645 0.644 0.633 0.532 0.450 0.370 0.350 0.265 0.247 0.156 0.059

*kk *kk

*kk

*kk *kk

*kk *kk

*%

*%

Source: Calculated by the authors using data from Dataed2013), Oberhaus (2013), Google Trends (2013jisHcs
Estonia (2013).
Note: *, ** *** indicate that the results are siicant at 10% P < 0.1), 5% ¢ < 0.05) and 1% P < 0.01)
significance levels, respectively.
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Table 18 AR(p) and MA(q), best model identification.

Chosen mode AlC BIC
Basdline e |t (3,1,3) 65.3232 90.7775
models ue_lv (2,1,3) 245.2951 265.3138
ue_ee (3,1,3) 80.4549 95.0840
inflation_It (1,0,1) 250.8305 264.0833
inflation_Iv (3,0,2) 124.9669 147.3176
inflation_ee (2,0,3) 167.5806 189.8923
cars_|t 3,1,1) 1074.6540 1089.1670
cars_lv (1,1,2) 1792.8830 1807.6620
cars_ee (2,1,3) 1968.8480 1990.1520
housing_lt (1,0,2) 386.5317 392.8658
housing_Iv (1,1,1) 379.6525 385.8739
housing_ee (2,1,3) 381.8850 391.2171
qugle ue_lt + ue_It_componentl (3,1,3) 28.0728 47.2284
fégjsd ue_lt + ue_It_component? (3,1,1) 28.0740 44.8351
ue_lv + ue_lv_componentl (3,1,1) 113.1450 127.4464
ue_ee + Ue_ee_componentl (3,1,3) 78.8748 88.0180
inflation_lt + infliacija (3,0,3) 77.3398 94.1868
inflation_Iv + inflacija (3,0,3) 77.9967 98.6765
inflation_ee + inflatsioon (3,0,3) 74.6155 95.4729
cars_lt + cars_It_componentl (3,1,1) 1067.6150 1084.5470
cars_|t + cars_lt_component2 (3,1,2) 1066.9520 1086.3030
cars_|v + cars_Iv_component (3,1,3) 882.0781 899.8341
cars_ee + cars_ee_componentl (2,1,3) 510.9890 525.0786
housing_It + housing_It_componentl (3,0,2) 390.7529 401.8376
housing_Iv + housing_Iv_componentl (2,1,3) 381.9509 392.8383
housing_ee + housing_ee_componentl (2,1,3) 381.8850 391.2171

Sour ce: Computed by the authors.



