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Abstract

The purpose of this study is to examine the presence of various seasonalties – the Weekend effect, the January effect, as well as, the Halloween effect – in Central and Eastern Europe and to construct trading strategies in order to benefit from the Halloween effect. The authors employed two models: a simple dummy regression and the EGARCH model. The results illustrated that there is a strong Friday effect in Slovenia, and Monday effect in Latvia. In addition, the returns in January are significantly higher than in any other month of the year in Estonia. Next, the Halloween effect is found to be present in Ukraine, Estonia, and Serbia, and it proves to be beneficial to hold the market portfolio in the period from November to April and then switch to either gold or some risk free assets in Estonia and Ukraine. The additional return plausibly outweighs any reasonable transaction costs of up to 1% of the deal. The results comparing to previous research done on CEE were mixed and no uniformity on the topic is present.
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1. Introduction

According to Fama (1970) efficient markets incorporate all available information to determine the asset value. However, numerous researchers have found empirical evidence of the possibility to earn higher returns and that this phenomenon has a calendar pattern, which is referred to as seasonality. Up until now quite a few studies have been conducted in different time spans, different countries, and using various methods.

The oldest and most commonly detected seasonality is the Monday effect and the January effect, though such seasonal return patterns as the Halloween effect is still gaining attention. The Halloween effect is the phenomenon that returns are lower in summer, more precisely in the period from May to October, therefore it is also called “Sell in May effect”. The Halloween effect was first researched by Bouman and Jacobsen in 2002.

The results are not uniform in all markets – presence of seasonality differs among developed and developing countries as well as the time period chosen. These findings put in doubt that markets are even weak form efficient – past information on prices and returns actually can be used to some extent to determine future values of stocks, thus suggesting that past information is not fully incorporated into present prices.

Research on the Central and Eastern Europe (hereinafter referred to as CEE) – emerging markets – has been conducted only a little; hence, it is in the interest of the authors to study this phenomenon in CEE. The authors will develop an overview of seasonal return patterns of Central and Eastern European markets and in addition to the traditionally examined anomalies – the Monday effect and the January effect, the authors will also inspect the Halloween effect, which in current literature has received relatively little attention.

Moreover, most recent literature has changed a focus from just detecting various kinds of calendar patterns in different countries and in different time periods to new directions of investigations: some are trying to construct investment strategies, taking into account transaction costs, and others are focusing more on explanations of existing seasonality. This split occurs due to different incentives – investors are mainly concerned about the usability of the empirical findings in the development of investment strategies, while scholars are more up to finding proof to market inefficiency or question the validity of asset pricing theories (Robinson, 2005). Bearing the latter in mind, the authors will attempt to construct a strategy intended to exploit the
Halloween effect in markets, where it will be present, in order to give ground to new investment vehicles and make use of the existing literature on seasonalties.

Another important aspect of why to conduct a research on market efficiency apart from academic and business interest is the fact that efficiency of capital markets in developing countries plays a crucial role for economic development (Robinson, 2005). “Developing countries typically face financial and other constraints that are not binding for developed countries. Such financial constraints are inter alia low domestic savings ratios and limited access to interactional capital markets,” claims Singh (1995).

Hence, the authors have come up with the following research question: Is it possible to benefit from seasonalties in Central and Eastern Europe? This implies that the authors will, first, detect the types of seasonalties present in CEE and then develop trading strategies to gain from seasonalties. The studied time frame will be from January 2000 to early 2012, yet the authors note that because of the peculiarity of the countries under study, the time sample will vary across countries. Additionally, in order to enhance the validity of the research, the authors will use two different models to determine the seasonalties.

The limitations to this research are data availability and time span of the capital markets of CEE. Plus, seasonality explanations are out of the scope of this research, because the authors will focus on the practical usability of the findings.

The paper is structured as follows: the first section presents the literature review on the topic. Next the authors describe the data and develop the methodology of the study. Further on, the empirical results of the research are presented, which are followed by a thorough discussion. The authors end with conclusions and further implications.
2. Literature Review

The vast amount of academic literature devoted to seasonalties mainly concentrates on the violations of random walk in returns (implying return predictability) in calendar turning points (Robinson, 2005). This literature on seasonalties in market characteristics can be distinguished into three groups: studies focusing on a single market with long time-series, studies using a large cross-sectional data, and a mix of the former and latter. The first type tries to test whether past information can be used as a predictor for future stock movements. The second studies whether one phenomenon is present in various markets around the world. Finally, the last one focuses, as one can assume, on cross-sectional existence and predictability of stocks. In this research authors will concentrate more on the phenomenon presence in different markets.

2.1. January Effect

The inception of the literature about the January effect is attributable to the end of 1970s, and it refers to the phenomenon that returns in January in many stock markets were found to be higher than in any other month. Rozef and Kinny (1976) were the pioneers when it comes to the January specific anomalies in returns of small stocks. They discovered that returns in January were substantially higher in comparison to other months.

At the time it was a common belief that the January effect was attributable to small stocks only. For example Keim (1983) studied the New York Stock Exchange (NYSE) and American Stock Exchange (AMEX) common stocks and found that the turn-of-the-year effect exists only in small cap stocks, and that the anomaly is size related. The author found that there is negative relationship between excess return and size of the stock, meaning that small stocks experience a higher January premium, moreover more than half of it comes from the first trading week.

The January effect has long time been attributed to small stocks only. Yet the study of Ackert and Athanassakos (2000) found that this belief is wrong and, in fact, visibility of the stock is what matters, while size and price were wrongly capturing the effect of visibility. Authors claim that after controlling for visibility (being widely followed), firm size becomes an insignificant determinant of seasonalties.

Gultekin and Gultekin expanded the research to an international level and found strong evidence which support the presence of this seasonality in majority of stock markets worldwide. The January effect is found to be consistent with turn of the tax year, which is why the April effect instead of January effect was detected in the UK (Gultekin & Gultekin, 1983).
The January effect is not only present in developed stock markets, there also is evidence collected from different kind of emerging markets. For example, Koh and Wong (2000) (as cited in Robinson, 2005) who studied this seasonality in seven Asian markets came to the conclusion that the January effect is present in two of these markets – Malaysia and Singapore. However, both countries do not tax capital gains, thus the detected seasonality contradicts the commonly accepted theory behind the January effect – tax-loss selling. Tax loss selling means that investors capitalize a loss on a stock in December and buy back the stock in January.

Regarding emerging markets, research still continues. Al-Rjoub (2004a) explored the emerging markets from different parts of the world, thirty five countries in total. Results are in favour of absence of the January effect for all countries in the sample except for Slovakia. Moreover, in 10 countries some other month was performing significantly better than January, which brings into doubt the existence of the January effect on stock exchanges in emerging markets.

Robinson (2005), using the sample period 1992-2001, explored the Jamaica Stock Exchange (JSE) in particular and arrived to the conclusion that returns were statistically equal in all months. These results contradict the ones obtained by Gultekin and Gultekin in 1983; however they are consistent with more up to date research. Robinson (2005) also concluded that despite the detected predictability of returns in JSE, one cannot claim that the patterns present in developed market translate to developing markets.

Lakonishok and Smidt (1988) looked on the long-term perspective and explored the seasonalties on Dow Jones Industrial Average (DJIA) index in a 90 year period. The authors found a constantly present January effect (along with the turn of the week effect, the turn of the month and holiday effect). The authors did not exclude the possibility that this has happened by chance, yet one has to admit that this is highly unlikely.

According to Nisser and Valla (2006), seasonalties have a property of changing over time. They examined seasonalties on Dow Jones Industrial Average (DJIA), Standard & Poor's 500 (S&P 500), NYSE, Financial Times Stock Exchange (FTSE), and some other stock markets and indices before and after the release of the publication about the existence of such seasonal patterns. The authors found strong support in favour of the hypothesis that seasonal effects (except for the turn-of-the-month effect) weaken or disappear after the published research about
the presence of a particular seasonality in the market. Authors also come to the conclusion that that seasonality disappearance occurs right after the time of its discovery.

2.1.1. January effect rationale

One of the most famous seasonal anomalies – the January effect – usually has various explanations, yet if they were good enough the phenomenon would not have remained a puzzle (if one believes it actually exists).

Kim (2010) argued that the increased returns in January might be just a risk premium for the uncertainty around earnings announcements. Together with his previous work (Kim, 2006) this paper is one of the few to perform risk-based analysis of the January effect. He used an earnings volatility factor in his regressions and claimed that the previous findings of the phenomenon appeared due to a misspecified risk adjusting model.

Nevertheless, the most popular explanation lies within the tax-loss selling hypothesis. Chan (1986) argued that the January effect is associated with losses in stocks, yet his study did not clearly show that price pressure is caused by tax-loss selling. Yet his results were inconclusive on whether the reduced prices in January are directly caused by tax-loss selling. Additionally, Poterba and Weisbenner (2001) pointed out that individual investors contribute to the turn-of-the-year effect. However, still no direct cause and effect relationship has been set to explain the puzzle. Haug and Hirscheey (2006) also attribute the January effect to the tax-loss selling, yet because they fail to prove any other possible solution.

All in all, for more than 30 years, scholars who believe in the presence of this seasonality cannot reach a consensus about the true cause and effect relationship of the mysterious happening.

2.2. Weekend Effect

One of the first researchers to explore the day-of-the-week pattern in stock returns was Cross (1973) who detected seasonal patterns on Monday and Friday returns. The author inspected the S&P Composite Stock Index, DJIA and NYSE Composite Index and found that results are very similar across these indices – returns are persistently higher on Fridays and lower on Mondays, moreover Monday returns are highly dependent on Friday ones.

Later French (1980) re-examined this issue using the same Standard & Poor's Composite Stock Index, and he confirmed the previous results of Cross about the constantly lower returns
on Mondays. French also compared Monday returns with post-holiday returns to examine whether the Monday effect is simply the result of closed markets, and he came to the conclusion that negative Monday returns are driven by the weekend effect, rather than closed market effect.

Gibbons and Hess (1981) provide further empirical findings in favour of persistently low or even negative returns on Mondays in US stocks. Authors also explore seasonal patterns in risk-adjusted returns and conclude that seasonality in Monday returns is no longer there.

Robinson (2005) explored 58 stocks on JSE and concluded that there is no empirical evidence to support day-of-the-week effect in majority of JSE stocks, which is a quite plausible conclusion as seasonalities in emerging markets tend to differ from the ones present in developed markets.

Flannery and Protopapadakis (1988) also found that day-of-the-week seasonalities also exist in the derivatives’ markets which contain stocks as the underlying assets, as well as, in bond markets, moreover Monday returns are even lower for instruments with longer maturity.

According to Elango and Al Macki (2008), who investigated the presence of seasonal patterns in returns of three major stocks in the National Stock Exchange in India (NSE), there are mixed evidence of negative Monday returns – two out of three stocks support the weekend effect. The unexpected finding was that returns are the highest on Wednesdays, not on the commonly accepted Fridays.

Al-Rjoub (2004b) also tried to take into account the measurement errors and increase the sample size, yet he arrived at the same conclusion – the weekend effect is still present which is consistent with previous research, however the highest returns are detected on Thursdays.

Based on this so famous seasonality, Yale Hirsch (1986) wrote a book “Don’t sell stock on Monday” where the author proposes the best days of the week, best months of the year to perform particular trading activities, yet as pointed out by the critics there are no in depth explanations.

2.2.1. Weekend effect rationale

Most popular explanation for the day-of-the-week effect so far is the lag in responses to macroeconomic news. For example Chang et al (1998) attributed this phenomenon to the main part of the day-of-the-week effect present in equity returns.
Rystrom and Benson (1989) stated that purely from a behavioural perspective individual investors are less optimistic on Mondays. Abraham and Ikenberry (1994) offered another explanation for the Monday effect, suggesting that it is driven by individual investors mainly as this type of investors most actively close their positions on Mondays after spread of bad news in the market during the weekend.

On the other hand Sias and Starks (1995) claimed that institutional investors are the ones who are responsible for the Monday anomaly. Bell and Levin (1998) also tried to relate the explanations of day-of-the-week effects to institutional factors, such as the reluctance to hold excess cash in the periods of closed markets.

Another perspective on the cause of the day-of-the-week effect is employed by Chen et al. (2003) who claim that short sellers cause this type of seasonality as they are the ones who are the least willing to hold their positions over a long time period. Short sellers are most likely to close their positions on Fridays and reopen them on Mondays, thus making Friday returns higher than Monday.

2.3. **Halloween Effect**

The topic of the Halloween effect (in other words, from November to April returns on stocks are higher than for the rest of the year) is a relatively new concept comparing to other seasonalities in market characteristics like the January effect or the Monday effect. However, there are already numerous papers done in this field which quested to find additional returns and try to use them to earn profits using past information.

Bouman and Jacobsen (2002) studied this phenomenon in 37 different countries and reported support of the existence of this seasonality in 36 markets. They concluded that the old saying “*Sell in May and go away!*” holds and interestingly enough this anomaly can be traced, for instance, in the UK as far back as 1694. The effect is reported to be especially significant in Europe and it exhibits time-invariance. Results appear to be similar if instead of October, the month of September is being employed. For most countries returns in the November-April period proved to be large, yet May-October ones not statistically different from zero or even below that threshold.

Bouman and Jacobsen (2002) also presented possible explanations of the contradictory result to the efficient market hypothesis, yet did not fully explain the puzzle. They overconfidently ruled out most popular reasoning for this effect, namely, data mining, the
January effect or risk explanations and presented that the cause was the summer months, as well as, vacations. Interestingly, they found in their study that the Halloween effect is not sector specific which is in contrast to other studies.

All in all, the authors suggested that the way how to gain from this phenomenon would be to hold the market portfolio starting from November and ending in April and then investing in the risk-free assets. Their method, according to the study, would be superior to holding the market portfolio throughout the year, implying that an investor could beat the market on a risk-adjusted basis. However, after bearing in mind the transaction costs, the authors find that this strategy cannot be economically beneficial in most cases. This is still contradictory to the findings of Lucey and Zhao (2008) that the Halloween effect is merely an overspill of the previously discussed January effect. In addition, Lucey and Zhao find that the findings of Bouman and Jacobsen (2002) are not good predictors that could determine future movement of stocks, in particular greater ones.

Maberly and Pierce (2003) tested the Halloween effect presence in Japanese equities, and according to them the crucial feature that Bouman and Jacobsen did not account in their study for was the distinction between bull and bear markets, meaning some years are considered to be the former, and some – the latter.

In their research Maberly and Pierce found that in Nikkei 225 during a bear market there is no statistical difference between May-October and November-April returns. In addition, returns in November-April in bear markets are more negative comparing to the bull market.

The study concluded that relative difference of a greater positive return in bear markets in November-April and a more negative return in bear markets in May-October cannot be profitably exploited due to transaction costs that the investor faces. In addition, the Halloween effect was only present in Nikkei 225 prior to internationalization of the financial markets and only in the bear markets. Nevertheless, the returns in bull market years were statistically higher in the November-April period comparing to the rest of the year, yet the authors suggested that even an ex-ante determination of a bull year would not be optimal.

Contrary to the study of Bouman and Jacobsen (2002) that recognized that the Halloween effect was not sector specific, a study by one of the authors with another researcher (Jacobsen and Visaltanachoti, 2009) found out that the “Sell in May and go away” phenomenon is sector related.
They discovered that the Halloween effect is almost non-existent in the consumer consumption sector, yet huge in production. Their research focused on US data from 1926-2006 using 49 industries and all stock market sectors and provided evidence that the anomaly has been persistent since its discovery in 1998. The debatable discovery of sector and industry specific anomaly furthers the problem of finding the true cause of this phenomenon.

Jacobsen and Visaltanachoti (2009) opposed Maberly and Pierce (2003) idea that the Halloween effect strategy cannot be exploited and argue that switching portfolio between industries can help to beat the general market portfolio.

The authors also enriched the literature by providing more evidence of the Halloween effect persistency and by examining the relation of seasonality of liquidity and market returns. They found that the Halloween effect is not induced by varying liquidity, neither in the general market, nor sector specific. However, they lacked to give explanations to this phenomenon as suggested by Doeswijk (2009) who reckons that there is a link between the seasonality in the sector with the optimism cycle hypothesis.

2.3.1. Halloween effect rationale

Bouman and Jacobsen (2002) studied the Halloween effect and stated that they had found a link between summer vacation periods and the “Sell in May and go away” phenomenon. Most probably during summer traders’ absence reduces total volume bought and sold, thus lessening the chance of investors to short or long the asset they desire.

Jacobsen and Visaltanachoti (2009) listed also several other explanations about what could be the reasons of the Halloween effect, yet it dealt with sector differences. They said that any economic activity that is seasonal and affects stock prices varies around different sectors because, for instance, Christmas shopping and the school year does not affect all companies similarly.

Doeswijk (2009) criticized the latter explanations because it did not include his own developed optimism-cycle hypothesis. The idea behind it is that investors tend to buy cyclical stocks that react to overall economy very much in autumn due to optimistic expectations about the next year. Yet in late spring this optimism fades away and people switch to defensive stocks.

After so much of extensive research about calendar patterns in returns there is no question about the existence of those seasonalities. As suggested by Jacobs and Levy (1988),
economic significance of these seasonal patterns is very limited, and the real reason behind these anomalies is purely behavioural. They also suggest that psychology should do the best at explaining seasonalities in stock returns.
3. Data Description

The main data used in this study was attained from the Thomson Reuters Datastream database and Bloomberg Terminal database for the period from January 3, 2000 to January 25, 2012. For the purpose of this study the authors used the Total Return Index, which is a market index adjusted for the outstanding share amount and dividend payments. The formula is provided below.

$$TRIndexPrice_t = TRIndexPrice_{t-1} \times \frac{\sum_{i=1}^{n}[p_{i,t} x h_{i,t} x r_{i,t}] + \left( \text{div}_{i,t} x h_{i,t} x r_{i,t} \right)}{\sum_{i=1}^{n} (p_{i,t-1} x h_{i,t-1} x r_{i,t-1})}$$

where: $p_{i,t}$ = price of equity $i = 1,2,...,n$, at time $t=0,1,2,...,T$ and $t=0$ means the initial time period,

$n$ = the number of equities in the index

$h$ = the number shares in equity $i$ at time $t = q_{i,t}$ or $s_{i,t}$ depending on whether MC or EQ weighting is used respectively,

$r_{i,t} = \begin{cases} 1, & \text{if a country index} \\ \text{exchange rate from local currency to USD at time t, if a regional index} \end{cases}$

$\text{div}_{i,t}$ = per share dividend on ex-date

Further on, the authors calculated the daily and monthly returns of Total Return Market Indices, using the following formula:

$$r_t = \ln \left( \frac{TRIndexPrice_t}{TRIndexPrice_{t-1}} \right) \times 100$$

where: $r_t$ the return on Total Return Index Price on day or month $t$

$TRIndexPrice_t$ the closing price of the Index on day or month $t$

$TRIndexPrice_{t-1}$ the closing price of the Index on day or month $t-1$

The list of the indices that were used as a market proxy for total adjusted returns is summarised in Appendix A (table 1). The choice of a particular index for a country was determined by priorities, where the number one was the national stock exchange data, which was followed by MSCI, S&P, DJIA and other index calculating company figures. Additionally, the authors tried to attain adjusted stock index price in national currency, yet where it was not possible, they chose either Euro or USD denominated data. For convenience, the authors will refer to a country’s Total Market Return index not by its full name but rather by just a particular country’s index (e.g. DJTM BULGARIA $ will be referred to as Bulgaria Index).
4. Methodology

4.1. Detecting Seasonalities

4.1.1. Dummy variable model

In order to test the existence of all seasonal effects described above, the authors use the most popular dummy variable framework. This technique can be seen as a mean comparison between stock returns in different time periods of interest.

To test the month-of-the-year effect, most common of which is the January effect, the authors incorporate month-specific dummy variables \( M_2 \ldots M_{12} \) (where 2 represents February dummy, 3 – March etc.) into the following regression:

\[
r_t = \beta_0 + \beta_1 M_{2t} + \beta_2 M_{3t} + \beta_3 M_{4t} + \beta_4 M_{5t} + \beta_5 M_{6t} + \beta_6 M_{7t} + \beta_7 M_{8t} + \beta_8 M_{9t} + \beta_9 M_{10t} + \beta_{10} M_{11t} + \beta_{11} M_{12t} + \epsilon_t,
\]

where \( \beta_0 \) is a constant and \( \epsilon_t \) – error term.

Variable \( M_2 \) takes a value of 1, if the specific day falls into February and 0 otherwise, same with other month variables. To avoid the dummy variable trap, one dummy variable has to be excluded from the regression. In this particular regression January is excluded, meaning that this specification is for testing the January effect. Coefficients on all other month variables \((\beta_1 - \beta_{11})\) being significantly negative would allow the authors to reject the null hypothesis of no January effect. One has to understand that in this kind of regression the constant represents the average January return, while all other betas show the difference between the excluded month (January) and the particular month attributable to each beta.

To test the day-of-the-week effect, the authors created 5 day-specific dummy variables \( D_1 \ldots D_5 \), where 1 stands for Monday, 2 – Tuesday etc. Regression for testing Monday effect would look like this:

\[
r_t = \beta_0 + \beta_1 D_{2t} + \beta_2 D_{3t} + \beta_3 D_{4t} + \beta_4 D_{5t} + \epsilon_t.
\]

Variable \( D_1 \) takes a value of 1 if the specific day falls into Monday and 0 otherwise, same with other day variables. Again, one dummy (in this case \( D_1 \)) variable has to be excluded from the regression. If coefficients on all day variables \((\beta_1 - \beta_4)\) are significantly positive, it implies that Monday returns are lower than any other day returns, signalling a strong Monday effect. To test the Friday effect, the Friday dummy variable \( D_5 \) is dropped. In this case the authors will be
able to reject the null hypothesis of no Friday effect, if all beta coefficients before the dummies are significantly negative.

The very same regression technique is used to examine the Halloween effect. Similarly as previous, a dummy variable is created – seasonal (Halloween) dummy $W_t$. The seasonal dummy is 1 if the day falls in the period from November till April (winter period), and 0 otherwise.

$$r_t = \beta_0 + \beta_1 W_t + \varepsilon_t.$$  

If the Halloween effect exists, then $\beta_1$ should be significantly positive, indicating that average returns in the period from November to April are higher than in other months. Afterwards, an adjusted regression on the Halloween regression is performed where January is excluded from the winter period and added into the regression as a separate dummy variable in order to see, whether the Halloween effect is driven solely by the January effect. In case the statistical significance of the winter dummy disappears, while the January dummy turns out significant, there is evidence that average winter period return seems to be higher than summer period return just because of high January returns.

What has to be noted is that in case of the coefficients before all dummy variables are 0, return pattern transforms into the random walk model $r_t = \beta_0 + \varepsilon_t$ which implies no return predictability (no seasonal patterns).

4.1.2. Exponential GARCH model

Autoregressive conditional heteroskedasticity (ARCH) family models are typically used to study the financial markets, e.g. foreign exchange and stock markets, and other financial data. As the name suggests, these models account for heteroskedasticity and autocorrelation in time-series and cross-sectional data. ARCH family models have been used in numerous previous research on stock market characteristics, for instance, Baillie and DeGennaro (1990) used the Generalized ARCH model (GARCH) to examine the relationship between stock returns and volatility. Faff and McKenzie (2002) also employed GARCH to model country returns to explore daily seasonality in 7 developed countries.

However, to test the same effect in both returns and the conditional variance Savva et al. (2005) employed the Exponential GARCH (EGARCH). Also, Vu and Urrutia (2006) employ this model to study the randomness in American Depository Receipts (ADR) returns.
EGARCH is particularly useful to this study, since this model specification addresses the following issues: the excess kurtosis, volatility clustering, allows exogenous shocks to have asymmetric influence on the conditional variance, and drops non-negativity constraints of the previous models. (The Mathworks, 2004)

Excess kurtosis is a characteristic of the data when the returns exhibit fatter tails, meaning that outliers are more probable, than the standard normal distribution. Volatility clustering is a phenomenon in time-series data when the variance varies from one period to another. In simple terms, it just reflects that some moments in time exhibit more turbulence than others. This means that if the error term of the regression has small variance in one period, it will have a small one also in the next one; however the picture will reverse in some other period. Asymmetric influence on conditional variance is just a reckoned phenomenon that negative shocks influence the volatility more than positive shocks.

In addition, EGARCH employs a natural logarithm of the conditional variance and uses absolute values of the error terms, thus ensuring that there are no additional non-negativity constraints.

Since the authors possess daily time-series of just 11 years, the chosen specification for the EGARCH (p,q) model is EGARCH(1,1). The reason for this is presented by Engle (1982), who argues that higher order terms would be applicable for longer time horizons, for instance, a few decades or more.

In order to estimate any seasonality using the EGARCH model, first of all, the authors have to run the respective regression for every phenomenon as in the section Dummy regression model. Furthermore, the assumption behind the normal distribution of the error term remains unchanged, yet for convenience, the authors denote $e_t \sim N(0, h_t)$, where $h_t$ is a time varying conditional variance of the error term.

The selected specification of the model – EGARCH(1,1) – looks as follows:

$$\ln(h_t) = \gamma_1 e_{t-1} + \theta_1 (|e_{t-1}| - E[|e_{t-1}|]) + \beta_1 \ln(h_{t-1})$$

where $\beta_1$ denotes the persistence in volatility, $\theta_1$ denotes the magnitude effect, and $\gamma_1$ depicts the presence of shock asymmetry (negative shocks increase volatility more than positive ones).

The authors note that statistical software incorporates the latter regression into the dummy variable regression, thus giving EGARCH regression estimates for dummies and ARCH-
consistent standard errors. In this paper the usage of EGARCH model serves as a robustness check for seasonality patterns in market returns, not a tool for detecting seasonalities in market volatility, therefore no particular attention will be drawn to ARCH/GARCH parameters $\theta_1$, $\beta_1$, and $\gamma_1$.

### 4.2. Trading Strategies

In order to depict the practical implications of seasonalities, the authors will construct trading strategies similar to Bouman and Jacobsen (2002) for countries where these phenomena are present in order to test the mean-variance efficiency of market indices and see if it can be superior to the market portfolio, and if it can profitable to do so. The main idea of the strategy is that the investor holds the market portfolio when the seasonality is present and after that allocates his funds to the so called ‘safe haven’ assets.

In particular, the authors will attempt to exploit the Halloween effect, because portfolio rebalancing is costly and switching assets on a weekly or monthly basis would pile up huge transaction costs and hamper the return. Since the strategy to earn on behalf of the Halloween effect would require to rebalance the holdings only twice a year, it is likely that expenses incurred while performing these particular financial operations can be outweighed by the additional profit.

The authors will create and calculate the average returns (similarly as in the previous section) and volatility of the portfolios used by Bouman and Jacobsen (2002) and for one additional one:

- **Buy and Hold strategy:** the investor holds the market portfolio throughout the year;
- **Halloween strategy:** the investor holds the market portfolio in the period from November to May and then switches to risk free assets;
- **Gold strategy:** similar to the Halloween strategy, yet the investor acquires physical gold instead of risk free assets;

For future notice, the authors will refer to the Halloween and Gold strategies as trading strategies and Buy and Hold strategy will be called as holding the market portfolio or just the market.
Next, in order to test the mean-variance efficiency of the Halloween strategy and Gold strategy the authors will use the following regression:

$$r_t^p - r_t^f = \alpha + \beta_1(r_t^m - r_t^f) + \varepsilon_t$$

where $r_t^p$ denotes the annual return on the particular portfolio, $r_t^f$ denotes the annual risk-free rate, $r_t^m$ stands for the appropriate annual return of the particular countries market index and $\varepsilon_t = r_t^p - E_t[r_t^p]$, whereas $\alpha$ stands for the above the market return, also known as the Jensen’s alpha and $\beta_1$ depicts the sensitivity of the portfolio to the market.

The regression results will allow to make comparison to the market of the trading strategies’ returns and riskiness, as well as, to examine whether they mean-variance dominate the respective country’s index.

The Halloween strategy and Gold strategy annual returns will be calculated as the cumulative return starting from January to the beginning of May, then increased by the appropriate selected asset return in the period from May to November, and finally the market return in November to December will be added.

For prudence, the authors will use the same dates (day specific) for asset switching in May and November for the two aforementioned strategies. The authors will use 6M EURIBOR as the risk free rate proxy. Return on investment into gold will be calculated similarly as for the index returns.

The authors chose to add another – Gold strategy – portfolio to the ones of Bouman and Jacobsen (2002), because historically gold has been a wealth accumulating asset. However, because of recent discussions about the real value of gold and does it have a bubble, the authors note that the crucial trading strategy they would like to test is the Halloween strategy.
5. Empirical Findings

5.1. Preliminary Statistics

In this section the authors intend to review the statistical characteristics of the indices’ return variables for CEE countries. The reasoning behind the data review is quite simple – to explore the data and examine the normality of the data.

Firstly, we review the statistics presented in the Appendix B, table 2. One can clearly see that average daily return for all CEE countries except Hungary and Serbia is positive, however negative returns for these two countries can be explained by much shorter time period of data available. The standard deviation is huge, indicating a high level of volatility in the stock market indices. Knowing that our sample period consists of a period of high growth, as well as, a period of global downturn, the authors conclude that low mean returns and high standard deviations are quite plausible. Average growth of indices during the period was a bit more than 3 basis points per day, which comprises an annualized above 8%. From the table one can also notice that Bulgaria Index yielded on average the highest returns during the period under study, yet again this is not that comparable due to shorter data period.

The table also contains the information on skewness and kurtosis of the return variables. The kurtosis of normally distributed variable should be around 3. One can clearly see that kurtosis for stock indices returns are way more than the kurtosis of normally distributed variable. Actually, kurtosis is high for all indices returns in our sample, thus it would be reasonable to conclude that all markets are subject to extreme observations, however there is one notable outlier – Bulgaria. The closest to normal kurtosis is Poland, which makes sense as it is the most developed financial market in the sample. By looking at the skewness of the returns, which should be 0 for normally distributed variables, authors see that negative skewness in half of the countries signals that negative returns were occurring there more often than positive ones, and vice versa for other market indices. In terms of skewness, particular outliers are Bulgaria and Ukraine.

Or preliminary statistics show that the return variables are not entirely normally distributed, therefore the authors carry out the variable transformation test. This test is performed in order to test which variable form specification would deliver the most normally distributed variable. According to this test, the best option is to leave return variables as they are which
could be quite reasonable, as returns are already in logarithmic form. Moreover, none of the previous studies reported the necessity of variable transformation.

Authors also take a closer look on return volatility. Just for visual purpose returns over time are plotted for some countries (Appendix B, figures 1-5). One can see that volatility is definitely not constant over time, where, apart from other rare occasions, notably higher volatility is visible during global financial crisis period starting from 2008.

To conclude, the authors consider time-variant volatility, which signals about autoregressive movements in variance process, as well as, the excess kurtosis to be an indication that our data candidate for ARCH family models for the robustness check.

5.2. Preliminary Seasonality Recognition

5.2.1. Days of the week

Daily figures that will be used for the Weekend effect examination are preliminary explored (Appendix B table 3). Here one can see that the average Monday daily return is negative in 8 out of 13 countries, however the magnitude of those negative averages varies from 0.1 basis points in Slovakia to 21 basis points in Bulgaria. Interestingly enough, the average Tuesday return is negative in even more countries. The day in which average returns are positive in the highest number of countries, of course, is Friday.

No clear trend is detected with the exception of the fact the returns tend to be higher in the second part of the week in comparison to Monday and Tuesday. Interestingly enough, every country has its own day with the highest return, and only in 7 countries this day is Friday.

From the table one can also notice that candidates for the Monday effect are Bulgaria, Croatia and Latvia with highly negative Monday returns below other day returns, while candidates for Friday effect are Estonia, Lithuania and Ukraine with positive Friday returns above other day returns.

5.2.2. Months of the year

The authors also examine average daily returns in different months (Appendix B table 4) and note that average daily return is positive in 10 countries. The highest January daily return is detected in Estonia – 0.26 basis points a day, which is an annualized return of 65%, assuming 250 trading days.
The authors also notice three potential countries for the January effect – Estonia, Lithuania, and Serbia, as the average daily return in January in those countries is much higher than in any other month. As for other countries, there is no one particular month with the highest return – returns are the highest in September in Bulgaria, December in Czech Republic, July in Latvia etc., thus no overall January effect seems to be present.

5.2.3. Half-year periods

The figure below (chart 1) illustrates average half year returns in 13 CEE countries. The economically significant Halloween pattern (return in winter season is much higher than return in summer season) is clearly seen in Poland, Romania, Slovakia and especially in the Czech Republic, Estonia, Hungary and Ukraine, where average summer period returns are negative while winter period returns are substantially positive. The economic difference is huge – for example ~5.5% difference in summer and winter returns transforms into 11% annualized return difference. In the country with the most pronounced Halloween effect – Ukraine – this difference is 8 times larger.

Chart 1 Average 6 month returns in the periods of May-October and November-April across countries
Source: created by the authors based on data from Thomson Reuters and Bloomberg Terminal (2012)

The graph also clearly shows that two period average stock returns in some countries indicate an opposite Halloween effect (for convenience it will be called the reverse Halloween effect), when summer returns appear to be substantially higher than the winter ones, and those countries are Bulgaria, Slovenia and Latvia, yet the economic significance of the latter one is
somewhat less pronounced. Thus, the authors suspect the existence of reverse Halloween effect, not specifically studied in academic literature.

Even though only economically significant differences are provided, the chart, at this stage, shows some indications that statistical significance will go in line with economic significance in at least some countries regarding the Halloween effect phenomenon. Therefore, in the next section, the authors provide statistical evidence for the effects under study.

5.3. Regression Analysis

5.3.1. Weekend effect

In this section the authors examine the Weekend effect in the selected countries in order to determine whether this phenomenon is present and how strong it is. The literature which has found the seasonality suggests that on average returns tend to be lower on Mondays and in contrast higher on Fridays.

It is crucial to understand the interpretation of the given tables (Appendix C tables 5 and 6). As one dummy variable is excluded from the regression, the coefficients for the days of the week represent the difference between the particular day’s return and the excluded day’s average return, which is incorporated in the constant term. The constant is the average daily return for Monday (in the Monday effect output, table 5) and average daily return for Friday (in the Friday effect output, table 6). The authors consider two and less week days with statistically insignificant difference from the constant to signal of no evidence of the Monday or Friday effect existence.

The evidence exhibit that in Latvia returns on Wednesdays, Thursdays, and Fridays are statistically significantly higher than on Mondays (Appendix C table 5). The level of significance of these results is either 5% or 10%. Returns on Mondays appear to average zero. The differences between Monday and other weekdays are rather large, from 8.6 to 20.4 basis points per day. To put it an annual term perspective average of ~16 basis points a day yield a return of around 40%, assuming 250 trading days, which is substantial. Even though returns on Tuesdays are not significantly different from the constant, the authors still conclude that there is evidence of presence of the Monday effect in Latvia, as economic significance of Monday and Tuesday returns is still present.
As for the stock market in Croatia, it also illustrates a quite strong yet still not perfect Monday effect – all weekday returns are statistically significantly higher than Monday returns except Thursdays’. Monday returns are significantly negative in both statistical and economic sense. Despite Thursdays not proving to statistically outperform Mondays, the authors still conclude that there is presence of the Monday effect in Croatia, as the difference of more than 20 basis points between Monday and Thursday average returns makes it plausible to assume that the difference is out there.

Even though Wednesday and Thursday returns appear to be the same as on Mondays, Bulgaria stock returns illustrate characteristics of the Monday effect to some extent, meaning that returns on Tuesdays and Fridays are significantly higher. Additionally, Monday is the only weekday when average returns are statistically significantly below zero, which further supports the hypothesis of bad Monday performance in terms of returns. However, the authors consider this evidence not strong enough to claim the existence of Monday effect in Bulgaria.

The authors decided to disregard the single significant Friday coefficients in Slovenia and Ukraine and thus to conclude that no signs of the Monday effect exist in stock returns of those two countries. Presence of other negative coefficients other than for Monday further supports this conclusion.

The robustness check with the ARCH family model described in the methodology does not support the above mentioned Monday effect for Croatia, as only Wednesday returns remain significantly above Monday ones with coefficient before Wednesday dummy being 0.1956 (p-value 0.033), which is quite similar to the result obtained by the simple dummy regression. Regarding the presence of the Monday effect in Latvia, EGARCH model estimates three significant coefficients, as well as, a significantly negative constant (Monday returns). Yet, the model could not estimate the standard error of Thursday coefficient due to some reason unknown to the authors. All other coefficients are significant at least at 5%, which in authors’ opinion serves as evidence in support of the previous conclusion about the presence of the effect in Latvia.

Alternatively to the Monday effect, which was found in two countries to some extent, the Friday effect was detected in Slovenia (Appendix C table 6). It has to be mentioned that Slovenia exhibits the Friday effect in its classic way according to the theory – firstly, significantly positive
constant reflecting above zero Friday returns, and secondly, significantly negative all other week
day coefficients implying that other day returns are significantly lower than Friday returns.

Despite the noteworthy economic difference (50-60 basis points difference between
Friday and other days returns), evidence in the Ukrainian market is considered to be not enough
to conclude the presence of the Friday effect as Tuesday and Wednesday returns do not differ
statistically from Friday returns.

Similarly as with the Monday effect, the authors compare the results above with the
EGARCH regression output. Again, one weekday coefficient for Slovenia could not be estimated
by the software, yet other coefficients are all with the same signs and significance levels (1%) as
in a simple dummy variable regression. Moreover, all numeric values of coefficients in
EGARCH regression do not deviate from coefficients in simple regression by more than 2 basis
points, which indicate that both models lead to the same conclusion about the presence of the
seasonality in Slovenia.

What needs to be mentioned is that even though the ARCH/GARCH parameter estimates
are not of particular interest in this paper, they are still statistically significant, especially ARCH
parameters, indicating of existence of autocorrelation problems in the dataset which is to some
extent tackled by the EGARCH regression.

5.3.2. January effect

The data illustrates quite strong evidence of the January effect presence in Estonia (see
Appendix C table 7). Average daily returns in all months with some exceptions are 20-30 basis
points lower than in January. The average daily return in January was almost 27 basis points,
which is a notable 6% return per one month assuming 21 trading days. Regarding the
significance of the regression coefficients, one can see that, firstly, all month average returns are
below the one of January (all signs – negative), secondly, January return is both statistically and
economically significantly positive and, finally, only two month returns do not statistically differ
from January returns. All this allows the authors to conclude in favour of existence of January
effect in Estonia.

The authors performed the EGARCH model regression for the January effect as well, and
the results obtained in the Estonian market are consistent with the results above. Only one month,
September in particular, loses its significance (now three months with insignificantly different
returns from January – March, August, and September), which leaves eight months with significantly lower returns compared to January. On contrary, some other coefficients have its significance level increased. Additionally, all coefficient signs remain same (negative for month coefficients, positive for constant) except for March, which becomes positive compared to simple dummy variable regression. Yet, as March coefficient is insignificantly different from zero in both cases, it does not change the conclusion. Thus, the EGARCH model confirms the trustworthiness of the simple regression results.

Similar yet not so profound evidence of January effect is in another Baltic State – Lithuania. In six months out of eleven returns are significantly lower than in January when the daily returns averaged almost 18 basis points and proved to be statistically different from zero. Despite the significant constant and some bad performing months, the authors do not consider the existing evidence to be clear-cut, thus there is not enough empirical evidence to claim the existence of January effect in Lithuania, however it is also not plausible to exclude such possibility.

As for Lithuania, EGARCH regression results show seven significantly lower month returns compared to January, which is by one more than in simple regression. Additionally, all signs remain unchanged. This evidence suggests that both models lead to similar result, even though EGARCH model presents slightly more evidence in favour of January effect in Lithuania.

Serbia and Ukraine also exhibit statistically significantly positive returns in January. The mean daily returns in the first month of the year were 16 and 31 basis point, respectively, which were higher than average returns of all other months except for December in Ukraine. This gives a slight feeling of the presence of January effect in those countries, yet empirical evidence is very weak.

5.3.3. **Halloween effect**

The overall data illustrates weak statistical evidence in support of Halloween effect in CEE as statistical evidence of Halloween effect is present only in three countries – Ukraine, Estonia and Serbia with 1%, 5% and 10% level of significance, respectively (see Appendix C table 8). Results also seem to be quite economically significant, for example daily returns in the winter period are 8 and 11 basis points higher than returns in summer in Serbia and Estonia, respectively. Ukrainian stock index winter period average daily return is 31 basis points above
the summer period. Those numbers comprise a huge return if annualised. Further on, one can notice that economic significance grows along with the statistical, which also makes sense.

Additionally, it is worth drawing more attention to Ukraine in particular, as the Halloween dummy is most economically and statistically significant, as well as, it is the only country where the summer period returns average below zero and are statistically significant. This makes the authors believe that Halloween effect is present in its most pronounced form in Ukraine – summer returns are very low (negative, in this case), while winter returns are considerably higher.

Regression results also show that average daily returns in the May-October period are not statistically different from zero in all countries in our sample, except in Ukraine as already discussed above. This indicates that even though Halloween effect is not statistically present in majority of countries, summer period average returns are still very low (close to zero).

Using the EGARCH model to test whether the Halloween effect results for Ukraine, Estonia and Serbia with simple regression are robust, the authors obtain very similar output. Signs of the coefficients remain the same and magnitudes did not change much as well, which is a good indicator. Winter coefficients now are all statistically significant at 1%, economic significance of Ukraine and Serbia coefficients increases by 10 and 2 basis points respectively, while it drops by 1.5 basis points for Estonia compared to simple regression. Ukraine loses the significance of its constant, implying that summer returns are not significantly negative but rather close to zero, however the constant for Serbia now appears significant. Yet, the particular interest is in winter season coefficients as they are the ones indicating of Halloween effect. The conclusion is that the EGARCH model supports the previously described evidence of higher winter returns in those countries.

As already mentioned in preliminary effect recognition, some countries might experience a reverse Halloween effect. One can clearly see that coefficients before winter period dummy are negative in such countries as Bulgaria, Latvia and Slovenia, implying that average daily returns are higher in summer period rather than in winter period in those particular countries. However, those negative coefficients are not statistically significant, thus nothing meaningful can actually be concluded, except the economically significant difference in Bulgaria. The authors find no statistical evidence in support of reverse Halloween effect.
In case of Latvia and Slovenia, same is confirmed by the EGARCH regression, where all coefficients remain statistically insignificant and numerically small. However, interesting results are obtained for Bulgaria in the EGARCH model – it presents highly statistically significant results in favour of the Halloween effect with both the winter coefficient and the constant being significant at 1%. This is an unanticipated result, as the signs of simple regression model coefficients indicate of a potential reverse Halloween effect, yet statistically insignificant. However, the winter coefficient in the EGARCH model appears to be very strange – the economic significance is immense (4% daily return difference in summer and winter period). Moreover, this is inconsistent with preliminary statistics of average half-year returns, where summer clearly outperforms winter, therefore the authors will consider Bulgaria as an outlier, and thus no meaningful conclusion will be drawn.

Taking into consideration the previously found evidence of presence of January effect, the authors created the adjusted winter dummy to see whether the Halloween effect is just a consequence of January effect or are these effects independent. The adjusted dummy consists of all previously included months (November-April) except January. The January dummy, logically, enters the regression separately as a control variable.

One can notice that Halloween effect disappears in Serbia when the January effect is controlled for, meaning that strong January effect is the only reason for existence of Halloween effect in Serbia (Appendix C table 9). This indicates that other winter period month returns except January are not that different from summer period returns. However, here two models exhibit inconsistencies, as the Halloween effect in Serbia remains strong after January adjustment if the authors use the EGARCH specification, yet this might be explained by the initial differences in models without January adjustment.

Regarding the Halloween effect in Estonia, the data presented that after excluding January from the winter period there is still statistical evidence that the average return in the winter period is above the average return in the summer period, however statistical significance drops from 5% to 10% level. This means that substantially positive January returns (1% significance level and large coefficient value in economic sense) do not fully account for the Halloween effect, even though January returns strengthen it. The authors conclude that after the adjustment the evidence in favour of the Halloween effect in Estonia is still present, meaning that other November-April period months contribute to this effect.
As for Ukraine, the Halloween effect is still highly statistically significant despite taking out the high and significantly positive returns of January. The economic effect dropped by 2 basis points, yet 29 basis points higher average daily return during the winter period as compared to the summer period is still considered to be an economically significant difference. The evidence presented above suggests that the conclusion about the strong Halloween effect in Ukraine is still valid.

The Halloween effect in Estonia and Ukraine despite excluding January still seems to be present in the EGARCH model as well, with higher significance of the winter coefficient in Estonia (at 1% compared to 10%) and lower significance in Ukraine (at 5% compared to 1%). Also, the EGARCH model shows no evidence of the existence of January effect in Ukraine; however, these minor changes do not impact the overall conclusion about the existence of the Halloween effect in Estonia and Ukraine even after excluding January from winter period.

5.4. Trading Strategies

The authors recognize that the trading strategy exploitation most probably holds in the sample period where the Halloween effect was detected. Hence, in order to test whether it is possible to benefit from the phenomenon, one would have to develop the trading strategy for a different time span in the same country. Due to data limitations that authors could not test the strategy in a different time period, yet they tested in on all 13 countries under study despite the presence of the effect only in 3 countries.

Six countries – Estonia, Hungary, Poland, Czech Republic, Serbia, and Ukraine (in this section further referred to as the Countries) – illustrated that the trading strategies returns were higher than the market total and they were economically significant (Appendix C table 10). However, in Poland only the Gold strategy had a larger return than the market, denoted in Appendix table 10.

The Countries’ (without Poland) average market return was 5.92% whereas for the Halloween strategy it was 11.49%. If we drop Ukraine, which had much higher returns than other countries, then the average for the four countries’ market return was 3.01% and the mean for the Halloween strategy – 7.07%. The gap in returns is immense.

If we look at the Gold strategy then we see that the mean return for the Countries was 11.58% and their respective average market return was 5.89%. By dropping Ukraine we get that
the average return of Estonia, the Czech Republic, Hungary, Poland, and Serbia Gold strategy was 7.81%, yet the market gained only 4.55%.

All six countries mean-variance dominated the market with the exception of Poland where only the Gold strategy was superior.

After illustrating the economic significance of the trading strategies, the authors checked for the statistical one.

It came as no surprise that the sensitivity (measured as the beta in the regression, which can be seen Appendix C tables 11 and 12) of both trading strategy portfolios to the market was lower than the market itself and was significant (Appendix C table 11 and 12). It happened due to the nature of the portfolio construction itself, meaning, that if I include risk free assets to my market portfolio, it becomes less risky and sensitive to the market. On the other hand, the constant – Jensen’s alpha – was in the interest of the study, which is explored in the following paragraphs.

The Czech Republic and Estonia presented a statistically significant positive Jensen’s alpha at 10% significance level and Ukraine depicted significance at 5% level (Appendix C table 11). The size of the alpha also remains economically relevant. Interestingly enough, Slovenia had a reverse Halloween effect, namely, a statistically significant negative alpha. This is a bit unexpected, as regression analysis did not find reverse Halloween effect to be statistically significant in Slovenia.

Similar results were attained also when testing the Gold strategy (see Appendix C table 12). The same three countries that illustrated a significant positive Jensen’s alpha in the Halloween strategy also had one in this case, with the same levels of significance. Slovenia in gold strategy regression did not have an alpha statistically different from zero.

For illustrative purposes the authors constructed graphs of Estonia, Serbia, and Ukraine cumulative returns of the strategies under study.

Graph 1 Cumulative returns of various trading strategies in Estonia
Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)
In Estonia the Halloween and Gold strategies went almost hand in hand and depicted lower growth and drops than the market. The trading strategies seemed better at all time, excluding the period of severe economic overheating in Estonia (2004-2007).

In Ukraine the major divergence between the strategies came along in late 2007 when the Gold and Halloween strategies became highly superior comparing to the market. Until 2007, the market portfolio underperformed only a little in comparison to the half-year asset shifting strategies.

In Serbia the data suggests that a great reversal took place in late 2007 as well. Until the moment the market portfolio was much better performing, yet after 2007 the Halloween and Gold strategies became clearly superior.

Similar patterns, yet not so vivid, are present also in Poland, the Czech Republic, and Hungary (Appendix D graphs 4-).

One can clearly see that overall from 2004 till 2011 Halloween and Gold strategies way outperformed buy and hold strategy in the long run in the Countries (with the exception of Poland where only the Gold strategy was more appealing). This can be inferred as evidence that in the long run the trading strategies definitely are more profitable, thus the findings are valuable for long-term investments.
6. Discussion

The authors found an economically significant Monday effect in Latvia and Croatia, where on average returns on Mondays are much lower than in any other day of the week. However, when testing the phenomenon with another model, the authors rejected the presence of the Monday effect in Croatia, since statistical significance disappeared. This a bit contradicts the work of Sajter and Domagoj (2012) who found the seasonality in the Croatian Stock Market, yet the dummy variable model is still consistent with their finding. Interestingly enough, Klesov (2008) presented mixed results about the Monday effect in Croatia, meaning the dummy regression did not detect the phenomenon, yet the GARCH specification did which is quite opposite to the findings of this study.

In Latvia, the output provided by EGARCH suggested similar results as the initial model; hence, the authors concluded that the Monday effect is present in Latvia, moreover with high economic magnitude (other day returns on average 16 basis points higher than Monday return). These results are inconsistent with previous research done by Avdejev and Kveksas (2007), who found evidence in favour of Monday effect only in Lithuania.

As for the Friday effect, the only country with presence of this seasonality was concluded to be Slovenia. What has to be noted is that this country exhibits this effect in its most pronounced form – Friday returns are statistically and economically significantly positive, while all other day returns are significantly lower. This is consistent with the findings of Klesov (2008) who found some evidence in favour of Friday effect in Slovenia, yet the evidence did not prove to be robust.

The three Baltic countries did not illustrate any signs of the Friday effect just like the work of Klesov (2008). However, Avdejev and Kveksas (2007) claimed the presence of the Friday effect in all three Baltic States with large magnitude. Upon deeper investigation of the latter paper, the authors noted this might have happened due to a misinterpretation of results.

The January effect was detected in Estonia, just like previous studies have suggested, and also in Lithuania, yet less profound, which is probably why only one previous research by Avdejev and Kveksas (2007) detect this phenomenon in Lithuania, and Klesov (2008) did not. As suggested by Al-Rjoub (2004a), January effect should be present in Slovakia; however in this research the authors find no evidence.
Even though explaining the differences in the existing seasonalities is out of the scope of this research, the differences could be explained by macroeconomic factors and country specifics. According to the conclusions of Priestley (1997), seasonalities in equity returns are caused by seasonalities in expected equity returns, which is a result of several risk factors. Seasonalities in January exist because of additional riskiness taking place, since it is a crucial stage of the company business cycle. This influences the current and upcoming performance of the enterprise. Priestley (1997)

The Halloween effect was determined in three countries – Estonia, Serbia and Ukraine, and the results are robust. Once again, this implies that stock markets perform significantly better in the period from November to April as compared to May to October. Why does this effect exist in exactly these countries, yet again the authors wish to point out the macroeconomic factors and differences in expected stock returns, or even winter depression as described by Kamastra et al (2003).

Jacobsen and Visaltanachoti (2009) found that the Halloween effect is almost non-existent in the consumer consumption sector, yet huge in production, thus the specifics of the stocks listed in those particular countries could be the reason of detecting the Halloween effect exactly in those countries. Yet, in this research the authors concentrated on the exploitation of this effect rather than explaining it. Hence, the next sections will analyze and interpret the results of previously constructed trading strategies that were aimed at benefiting from the Halloween effect.

The authors found that only three countries out of thirteen studied depicted statistical significance of the superiority of the Halloween and Gold trading strategies. This is contrary to the findings of Bouman and Jacobsen (2002), who studied the developed countries and found the Halloween strategy to be less risky and more profitable than the market portfolio in most of the 17 markets studied.

However, it can still be possible that all the portfolios that had economic superiority and no statistical one in this paper had outperformed the market. The reasoning for it is the higher returns and lower volatility. Hence, the illicit significant alphas could have been disrupted because of a little number of annual observations, unprecedented major capital flows in emerging markets prior to the financial crisis, and a highly volatile period of 2008-2009.
Given the constraint of data the authors of the study did not have a chance to test the exploitability of the Halloween effect in a different time span. However, the authors still applied the strategies to countries where the Halloween effect was not detected. As the authors mentioned in the empirical findings section, portfolios with gold and risk free assets earned more on a risk adjusted basis in Ukraine, Estonia, and the Czech Republic. Nevertheless, one has to treat the results with great precaution, because the positive significant Jensen’s alpha in Ukraine and Estonia is just a replica of the Halloween effect dummy regression. Furthermore, if we disregard the latter two countries, we get that one out of eleven countries has a significant alpha at the 10% level, which might mean that it happened by chance.

In terms of economic rationale of the trading strategies, if we assume reasonable transaction costs the magnitude of the Halloween effect in both strategies would outweigh the transaction costs in Ukraine and Estonia. Even though previous literature spoke of reasonable transaction costs at 0.1% of the deal, the authors of this study could claim that costs up 1% could be offset by additional return of the strategy and still be profitable.
7. Conclusion

After reviewing numerous previous studies, extensive data gathering, and assessment of the results, the authors are able to answer the research question of this paper: “Is it possible to benefit from seasonalities in Central and Eastern Europe?” Next paragraphs will describe how is doable and what are the limitations of it.

Since the main focus of this research was to construct trading strategies to profitably exploit the Halloween effect, the authors found out that in Ukraine and Estonia this would be most plausible and that the investors should either switch to gold or the so called risk free assets in the period from May to October. This is because the Jensen’s alpha in the regression proved to be positive, and economically and statistically significant that would outweigh any reasonable transaction cost of up to 1% of the deal size. In addition, the suggested strategy mean-variance dominates the market portfolio.

Other results, e.g. the superiority of the Gold and Halloween strategies in the Czech Republic, fall into the possible error range of the statistical model. That is why the authors treat the result with caution and do not report it as a possibility of benefiting from the selected strategies. Even after examining the cumulative return graphs, the authors reckon that, for instance, Hungary also exhibits a pattern of higher returns by using the trading strategies, yet the statistical tests proved the seemingly good strategy to happen by chance.

In addition, the presence of the Weekend and the January effects in CEE countries differed to some extent from previous research; hence, the studied phenomenon still does not present uniformed results.

All in all, this study illustrated that investors might benefit from the Halloween effect in some CEE countries, yet why does this phenomenon appear in one country and not in another was out of the scope of the research and might be a challenge for future scholars. Additionally, future work might attain a better dataset which would help to test the profitability of the Halloween and Gold strategies in an out of the sample test.
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Appendix 1.

Table 1. *List of Indices and their respective market*

<table>
<thead>
<tr>
<th>Country</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>DJTM BULGARIA $</td>
</tr>
<tr>
<td>Croatia</td>
<td>MXCR index</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>TR CZECH REPUBLIC L</td>
</tr>
<tr>
<td>Estonia</td>
<td>OMX TALINN</td>
</tr>
<tr>
<td>Hungary</td>
<td>ACHUN Index</td>
</tr>
<tr>
<td>Latvia</td>
<td>OMX RIGA</td>
</tr>
<tr>
<td>Lithuania</td>
<td>OMX VILNIUS</td>
</tr>
<tr>
<td>Poland</td>
<td>WARSAW GENERAL INDEX</td>
</tr>
<tr>
<td>Romania</td>
<td>S&amp;P ROMANIA BMI</td>
</tr>
<tr>
<td>Serbia</td>
<td>BELEXline Index</td>
</tr>
<tr>
<td>Slovakia</td>
<td>SKSM Index</td>
</tr>
<tr>
<td>Slovenia</td>
<td>MSCI SLOVENIA</td>
</tr>
<tr>
<td>Ukraine</td>
<td>S&amp;P UKRAINE BMI</td>
</tr>
</tbody>
</table>

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)
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Table 2. Statistical characteristics of daily returns

<table>
<thead>
<tr>
<th>Country</th>
<th>N</th>
<th>Mean (%)</th>
<th>St. dev. (%)</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>1322</td>
<td>0.1140</td>
<td>6.2653</td>
<td>32.0912</td>
<td>1120.18</td>
</tr>
<tr>
<td>Croatia</td>
<td>2499</td>
<td>0.0056</td>
<td>1.4569</td>
<td>-0.0502</td>
<td>11.61</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>3147</td>
<td>0.0334</td>
<td>1.5679</td>
<td>-0.4828</td>
<td>14.64</td>
</tr>
<tr>
<td>Estonia</td>
<td>3113</td>
<td>0.0422</td>
<td>1.2204</td>
<td>0.1112</td>
<td>10.58</td>
</tr>
<tr>
<td>Hungary</td>
<td>1403</td>
<td>-0.0292</td>
<td>2.1865</td>
<td>0.0258</td>
<td>9.05</td>
</tr>
<tr>
<td>Latvia</td>
<td>3147</td>
<td>0.0412</td>
<td>1.5736</td>
<td>-0.6105</td>
<td>16.99</td>
</tr>
<tr>
<td>Lithuania</td>
<td>3147</td>
<td>0.0361</td>
<td>1.2121</td>
<td>-0.4814</td>
<td>25.50</td>
</tr>
<tr>
<td>Poland</td>
<td>3147</td>
<td>0.0233</td>
<td>1.3783</td>
<td>-0.3194</td>
<td>6.06</td>
</tr>
<tr>
<td>Romania</td>
<td>3147</td>
<td>0.0558</td>
<td>2.0639</td>
<td>0.1238</td>
<td>61.15</td>
</tr>
<tr>
<td>Serbia</td>
<td>1889</td>
<td>-0.0019</td>
<td>1.0476</td>
<td>0.2535</td>
<td>14.18</td>
</tr>
<tr>
<td>Slovakia</td>
<td>3124</td>
<td>0.0322</td>
<td>1.2185</td>
<td>-0.9500</td>
<td>20.43</td>
</tr>
<tr>
<td>Slovenia</td>
<td>2518</td>
<td>0.0107</td>
<td>1.3622</td>
<td>0.2365</td>
<td>14.87</td>
</tr>
<tr>
<td>Ukraine</td>
<td>3147</td>
<td>0.0692</td>
<td>2.3170</td>
<td>6.8493</td>
<td>159.76</td>
</tr>
</tbody>
</table>

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Figure 1. Slovakia Index daily returns over time

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Figure 2. Poland Index daily returns over time

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)
Figure 3. *Latvia Index daily returns over time*
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Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Figure 4. *Lithuania Index daily returns over time*

![Lithuania Index Daily Returns](image)

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Figure 5. *Estonia Index daily returns over time*
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Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Table 3. *Weekday average daily return statistics for CEE countries*

<table>
<thead>
<tr>
<th>Country</th>
<th>Monday</th>
<th>Tuesday</th>
<th>Wednesday</th>
<th>Thursday</th>
<th>Friday</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>-0.2110</td>
<td>-0.1757</td>
<td>0.0679</td>
<td>0.8217</td>
<td>0.0686</td>
</tr>
<tr>
<td>Croatia</td>
<td>-0.1207</td>
<td>-0.0981</td>
<td>0.0509</td>
<td>-0.0381</td>
<td>0.0378</td>
</tr>
<tr>
<td>Czech</td>
<td>0.0940</td>
<td>0.0164</td>
<td>-0.0184</td>
<td>0.0954</td>
<td>0.0114</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.0145</td>
<td>0.0156</td>
<td>-0.0138</td>
<td>0.0388</td>
<td>0.0690</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.1495</td>
<td>-0.0291</td>
<td>-0.0646</td>
<td>-0.1522</td>
<td>-1.074</td>
</tr>
<tr>
<td>Latvia</td>
<td>-0.0080</td>
<td>-0.0052</td>
<td>0.0704</td>
<td>0.1150</td>
<td>0.0938</td>
</tr>
<tr>
<td>Lithuania</td>
<td>-0.0072</td>
<td>-0.0020</td>
<td>0.0313</td>
<td>0.0332</td>
<td>0.0938</td>
</tr>
<tr>
<td>Poland</td>
<td>0.0179</td>
<td>0.0028</td>
<td>-0.0175</td>
<td>-0.0159</td>
<td>0.0879</td>
</tr>
<tr>
<td>Romania</td>
<td>0.0316</td>
<td>0.0048</td>
<td>0.1114</td>
<td>0.0720</td>
<td>0.1302</td>
</tr>
<tr>
<td>Serbia</td>
<td>-0.0235</td>
<td>0.0218</td>
<td>-0.0213</td>
<td>0.0720</td>
<td>0.0770</td>
</tr>
<tr>
<td>Slovakia</td>
<td>-0.0516</td>
<td>-0.1140</td>
<td>0.0473</td>
<td>0.0713</td>
<td>0.0683</td>
</tr>
<tr>
<td>Slovenia</td>
<td>-0.0011</td>
<td>-0.0244</td>
<td>0.0058</td>
<td>0.0345</td>
<td>0.2329</td>
</tr>
<tr>
<td>Ukraine</td>
<td>-0.0452</td>
<td>-0.1334</td>
<td>-0.0861</td>
<td>-0.0659</td>
<td>0.2867</td>
</tr>
</tbody>
</table>

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)
Table 4. Month of the year average daily returns for CEE countries

<table>
<thead>
<tr>
<th>Month</th>
<th>Bulgaria</th>
<th>Croatia</th>
<th>Czech</th>
<th>Estonia</th>
<th>Hungary</th>
<th>Latvia</th>
<th>Lithuania</th>
<th>Poland</th>
<th>Romania</th>
<th>Serbia</th>
<th>Slovakia</th>
<th>Slovenia</th>
<th>Ukraine</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>-0.2931</td>
<td>0.0692</td>
<td>0.0936</td>
<td>0.2675</td>
<td>-0.1147</td>
<td>0.0890</td>
<td>0.1753</td>
<td>0.0272</td>
<td>0.1082</td>
<td>0.1598</td>
<td>-0.0608</td>
<td>0.0730</td>
<td>0.3146</td>
</tr>
<tr>
<td>February</td>
<td>0.1823</td>
<td>-0.0219</td>
<td>-0.0144</td>
<td>0.0187</td>
<td>-0.1797</td>
<td>-0.1154</td>
<td>-0.0261</td>
<td>-0.0489</td>
<td>0.0409</td>
<td>0.0714</td>
<td>0.0840</td>
<td>-0.1245</td>
<td>0.3025</td>
</tr>
<tr>
<td>March</td>
<td>0.0579</td>
<td>0.0181</td>
<td>0.0930</td>
<td>0.1045</td>
<td>0.1740</td>
<td>0.0704</td>
<td>0.0728</td>
<td>0.1017</td>
<td>-0.0165</td>
<td>0.1160</td>
<td>0.0915</td>
<td>-0.0347</td>
<td>0.1276</td>
</tr>
<tr>
<td>April</td>
<td>0.1261</td>
<td>0.0217</td>
<td>0.1450</td>
<td>0.0286</td>
<td>0.3186</td>
<td>0.1316</td>
<td>0.0300</td>
<td>0.1167</td>
<td>0.1823</td>
<td>0.0837</td>
<td>-0.0266</td>
<td>0.0952</td>
<td>0.1493</td>
</tr>
<tr>
<td>May</td>
<td>0.0815</td>
<td>0.0161</td>
<td>-0.0096</td>
<td>-0.0309</td>
<td>0.0187</td>
<td>-0.1103</td>
<td>0.0205</td>
<td>0.0208</td>
<td>0.0513</td>
<td>0.1486</td>
<td>-0.0557</td>
<td>0.1181</td>
<td>0.0231</td>
</tr>
<tr>
<td>June</td>
<td>-0.1553</td>
<td>0.0428</td>
<td>-0.0738</td>
<td>-0.0512</td>
<td>-0.1240</td>
<td>0.1377</td>
<td>0.0096</td>
<td>-0.0782</td>
<td>-0.0189</td>
<td>-0.0741</td>
<td>-0.0178</td>
<td>-0.0153</td>
<td>-0.0776</td>
</tr>
<tr>
<td>July</td>
<td>0.0144</td>
<td>0.0262</td>
<td>0.1182</td>
<td>-0.0218</td>
<td>0.1915</td>
<td>0.2069</td>
<td>0.0657</td>
<td>0.1134</td>
<td>0.1709</td>
<td>-0.1099</td>
<td>0.0807</td>
<td>0.1045</td>
<td>-0.1274</td>
</tr>
<tr>
<td>August</td>
<td>0.1453</td>
<td>0.0357</td>
<td>0.0047</td>
<td>0.1490</td>
<td>-0.1378</td>
<td>0.1838</td>
<td>0.1757</td>
<td>0.0055</td>
<td>0.0813</td>
<td>0.0544</td>
<td>0.1519</td>
<td>0.0440</td>
<td>-0.0971</td>
</tr>
<tr>
<td>September</td>
<td>1.9759</td>
<td>0.0350</td>
<td>-0.0846</td>
<td>-0.0376</td>
<td>-0.1552</td>
<td>-0.0893</td>
<td>0.0802</td>
<td>-0.1167</td>
<td>-0.0516</td>
<td>-0.1105</td>
<td>0.0661</td>
<td>-0.0321</td>
<td>-0.1843</td>
</tr>
<tr>
<td>October</td>
<td>-0.4870</td>
<td>-0.1229</td>
<td>0.0012</td>
<td>-0.0862</td>
<td>-0.1899</td>
<td>-0.0239</td>
<td>-0.1474</td>
<td>0.0527</td>
<td>-0.0218</td>
<td>-0.1606</td>
<td>-0.0486</td>
<td>0.0358</td>
<td>-0.0587</td>
</tr>
<tr>
<td>November</td>
<td>-0.2134</td>
<td>-0.1239</td>
<td>-0.0570</td>
<td>0.0282</td>
<td>-0.1601</td>
<td>-0.0277</td>
<td>-0.0823</td>
<td>-0.0132</td>
<td>0.0306</td>
<td>-0.2361</td>
<td>0.0917</td>
<td>-0.1118</td>
<td>0.0217</td>
</tr>
<tr>
<td>December</td>
<td>0.0251</td>
<td>0.0735</td>
<td>0.1617</td>
<td>0.1121</td>
<td>0.0647</td>
<td>0.0248</td>
<td>0.0409</td>
<td>0.0876</td>
<td>0.1076</td>
<td>0.0657</td>
<td>0.0313</td>
<td>-0.0349</td>
<td>0.4320</td>
</tr>
</tbody>
</table>

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)
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Table 5. Monday effect regression output.

<table>
<thead>
<tr>
<th></th>
<th>Bulgaria</th>
<th>Croatia</th>
<th>Czech</th>
<th>Estonia</th>
<th>Hungary</th>
<th>Latvia</th>
<th>Lithuania</th>
<th>Poland</th>
<th>Romania</th>
<th>Serbia</th>
<th>Slovakia</th>
<th>Slovenia</th>
<th>Ukraine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tuesday</td>
<td>0.0353*</td>
<td>0.2188**</td>
<td>-0.1096</td>
<td>0.0019</td>
<td>-0.1786</td>
<td>0.0862</td>
<td>0.0052</td>
<td>-0.0227</td>
<td>-0.0098</td>
<td>-0.0905</td>
<td>-0.0233</td>
<td>-0.0473</td>
<td>0.1343</td>
</tr>
<tr>
<td>Wednesday</td>
<td>0.2789</td>
<td>0.1716*</td>
<td>-0.1124</td>
<td>0.0584</td>
<td>-0.1559</td>
<td>0.1594*</td>
<td>0.0385</td>
<td>-0.0354</td>
<td>0.0798</td>
<td>0.0022</td>
<td>0.0484</td>
<td>0.0919</td>
<td>0.1265</td>
</tr>
<tr>
<td>Thursday</td>
<td>1.0327</td>
<td>0.0826</td>
<td>0.0014</td>
<td>0.0243</td>
<td>-0.3017</td>
<td>0.2040**</td>
<td>0.0718</td>
<td>0.0153</td>
<td>-0.0475</td>
<td>0.0955</td>
<td>0.0724</td>
<td>0.1206</td>
<td>-0.0207</td>
</tr>
<tr>
<td>Friday</td>
<td>0.2796*</td>
<td>0.1585*</td>
<td>-0.0826</td>
<td>0.0545</td>
<td>-0.2569</td>
<td>0.2016**</td>
<td>0.1009</td>
<td>0.0700</td>
<td>0.0986</td>
<td>0.1005</td>
<td>0.0694</td>
<td>0.3189***</td>
<td>0.3318**</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.2110*</td>
<td>-0.1207*</td>
<td>0.0940</td>
<td>0.0145</td>
<td>0.1495</td>
<td>-0.0890</td>
<td>-0.0072</td>
<td>0.0179</td>
<td>0.0316</td>
<td>-0.0235</td>
<td>-0.0011</td>
<td>-0.0861</td>
<td>-0.0452</td>
</tr>
</tbody>
</table>

Note: the figures presented in table 5 are coefficients of the respective regression dummies that represent the difference of the dummy from the constant. The constant is the average daily return for Monday in the period under study. The asterisks indicate the level of statistical significance: *, **, *** stand for 10%, 5%, and 1% level of significance, respectively. Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Table 6. Friday effect regression output.

<table>
<thead>
<tr>
<th></th>
<th>Bulgaria</th>
<th>Croatia</th>
<th>Czech</th>
<th>Estonia</th>
<th>Hungary</th>
<th>Latvia</th>
<th>Lithuania</th>
<th>Poland</th>
<th>Romania</th>
<th>Serbia</th>
<th>Slovakia</th>
<th>Slovenia</th>
<th>Ukraine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>-0.2434*</td>
<td>0.0603</td>
<td>-0.0269</td>
<td>-0.0527</td>
<td>0.0783</td>
<td>-0.1154</td>
<td>-0.0958</td>
<td>-0.0927</td>
<td>-0.1083</td>
<td>-0.1910**</td>
<td>-0.0927</td>
<td>-0.3663***</td>
<td>-0.1975</td>
</tr>
<tr>
<td>Tuesday</td>
<td>-0.0007</td>
<td>0.0131</td>
<td>-0.0298</td>
<td>0.0038</td>
<td>0.1009</td>
<td>-0.0422</td>
<td>-0.0625</td>
<td>-0.1054</td>
<td>-0.0188</td>
<td>-0.0983</td>
<td>-0.0210</td>
<td>-0.2270***</td>
<td>-0.2053</td>
</tr>
<tr>
<td>Wednesday</td>
<td>0.7531</td>
<td>-0.0759</td>
<td>0.0841</td>
<td>-0.0303</td>
<td>-0.0448</td>
<td>0.0025</td>
<td>-0.0292</td>
<td>-0.0547</td>
<td>-0.1461</td>
<td>-0.0050</td>
<td>0.0030</td>
<td>-0.1984***</td>
<td>-0.3525</td>
</tr>
<tr>
<td>Thursday</td>
<td>0.0686</td>
<td>0.0378</td>
<td>0.0114</td>
<td>0.0690</td>
<td>-0.1074</td>
<td>0.1125*</td>
<td>0.0938**</td>
<td>0.0879*</td>
<td>0.1302</td>
<td>0.0770</td>
<td>0.0683</td>
<td>0.2329***</td>
<td>0.2867**</td>
</tr>
</tbody>
</table>

Note: the figures presented in table 6 are coefficients of the respective regression dummies that represent the difference of the dummy from the constant. The constant is the average daily return for Fridays in the period under study. The asterisks indicate the level of statistical significance: *, **, *** stand for 10%, 5%, and 1% level of significance, respectively. Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Table 7. January effect regression output.

<table>
<thead>
<tr>
<th></th>
<th>Bulgaria</th>
<th>Croatia</th>
<th>Czech</th>
<th>Estonia</th>
<th>Hungary</th>
<th>Latvia</th>
<th>Lithuania</th>
<th>Poland</th>
<th>Romania</th>
<th>Serbia</th>
<th>Slovakia</th>
<th>Slovenia</th>
<th>Ukraine</th>
</tr>
</thead>
<tbody>
<tr>
<td>February</td>
<td>0.2348**</td>
<td>0.1091</td>
<td>0.0889</td>
<td>-0.0093</td>
<td>-0.0473</td>
<td>0.1179</td>
<td>-0.1096</td>
<td>0.0862</td>
<td>0.0267</td>
<td>0.0692</td>
<td>0.0936</td>
<td>0.2675*</td>
<td>0.3146**</td>
</tr>
</tbody>
</table>

Note: the figures presented in table 7 are coefficients of the respective regression dummies that represent the difference of the dummy from the constant. The constant is the average monthly return for Januaries in the period under study. The asterisks indicate the level of statistical significance: *, **, *** stand for 10%, 5%, and 1% level of significance, respectively. Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)
Table 8. Halloween effect regression output.

<table>
<thead>
<tr>
<th></th>
<th>Bulgaria</th>
<th>Croatia</th>
<th>Czech</th>
<th>Estonia</th>
<th>Hungary</th>
<th>Latvia</th>
<th>Lithuania</th>
<th>Poland</th>
<th>Romania</th>
<th>Serbia</th>
<th>Slovakia</th>
<th>Slovenia</th>
<th>Ukraine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>-0.2867</td>
<td>0.0011</td>
<td>0.0770</td>
<td>0.1105**</td>
<td>0.0889</td>
<td>-0.0198</td>
<td>0.0041</td>
<td>0.0458</td>
<td>0.0400</td>
<td>0.0802*</td>
<td>0.0055</td>
<td>-0.0638</td>
<td>0.3121***</td>
</tr>
<tr>
<td>Constant</td>
<td>0.2585</td>
<td>0.0051</td>
<td>-0.0050</td>
<td>-0.0131</td>
<td>-0.0731</td>
<td>0.0511</td>
<td>0.0341</td>
<td>0.0005</td>
<td>0.0359</td>
<td>-0.0423</td>
<td>0.0296</td>
<td>0.0418</td>
<td>-0.0865*</td>
</tr>
</tbody>
</table>

Note: the figures presented in table 8 are coefficients of the respective regression dummies that represent the difference of the dummy from the constant. The constant is the average daily return for the May-October (summer) periods in the period under study. The asterisks indicate the level of statistical significance: *, **, *** stand for 10%, 5%, and 1% level of significance, respectively. Source: created by the Authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Table 9. Adjusted Halloween effect regression output.

<table>
<thead>
<tr>
<th></th>
<th>Bulgaria</th>
<th>Croatia</th>
<th>Czech</th>
<th>Estonia</th>
<th>Hungary</th>
<th>Latvia</th>
<th>Lithuania</th>
<th>Poland</th>
<th>Romania</th>
<th>Serbia</th>
<th>Slovakia</th>
<th>Slovenia</th>
<th>Ukraine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>-0.2242</td>
<td>-0.0112</td>
<td>0.0723</td>
<td>0.0729**</td>
<td>0.1136</td>
<td>-0.0325</td>
<td>-0.0260</td>
<td>0.0500</td>
<td>0.0329</td>
<td>0.0568</td>
<td>0.0247</td>
<td>-0.0841</td>
<td>0.2926***</td>
</tr>
<tr>
<td>January</td>
<td>-0.5515</td>
<td>0.0641</td>
<td>0.0986</td>
<td>0.2806***</td>
<td>-0.0416</td>
<td>0.0379</td>
<td>0.1412**</td>
<td>0.0267</td>
<td>0.0724</td>
<td>0.2020***</td>
<td>-0.0903</td>
<td>0.0312</td>
<td>0.4011***</td>
</tr>
<tr>
<td>Constant</td>
<td>0.2584</td>
<td>0.0051</td>
<td>-0.0050</td>
<td>-0.0131</td>
<td>-0.0731</td>
<td>0.0511</td>
<td>0.0341</td>
<td>0.0005</td>
<td>0.0359</td>
<td>-0.0423</td>
<td>0.0296</td>
<td>0.0418</td>
<td>-0.0865*</td>
</tr>
</tbody>
</table>

Note: the figures presented in table 9 are coefficients of the respective regression dummies that represent the difference of the dummy from the constant. The constant is the average daily return for the May-October (summer) periods in the period under study. The asterisks indicate the level of statistical significance: *, **, *** stand for 10%, 5%, and 1% level of significance, respectively. Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Table 10. Comparison of different trading strategy returns and standard deviations across countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Buy and Hold Strategy</th>
<th>Halloween Strategy</th>
<th>Gold Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Standard Deviation</td>
<td>Mean</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>30.15%</td>
<td>141.04%</td>
<td>-3.80%</td>
</tr>
<tr>
<td>Croatia</td>
<td>1.40%</td>
<td>39.71%</td>
<td>0.76%</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>8.68%</td>
<td>30.41%</td>
<td>9.42%</td>
</tr>
<tr>
<td>Estonia</td>
<td>10.66%</td>
<td>42.82%</td>
<td>12.44%</td>
</tr>
<tr>
<td>Hungary</td>
<td>-6.84%</td>
<td>47.68%</td>
<td>1.81%</td>
</tr>
<tr>
<td>Latvia</td>
<td>10.56%</td>
<td>36.54%</td>
<td>3.87%</td>
</tr>
<tr>
<td>Lithuania</td>
<td>9.12%</td>
<td>47.65%</td>
<td>4.69%</td>
</tr>
<tr>
<td>Poland</td>
<td>5.70%</td>
<td>32.80%</td>
<td>5.66%</td>
</tr>
<tr>
<td>Romania</td>
<td>14.55%</td>
<td>47.16%</td>
<td>9.89%</td>
</tr>
<tr>
<td>Serbia</td>
<td>-0.46%</td>
<td>52.79%</td>
<td>4.62%</td>
</tr>
<tr>
<td>Slovakia</td>
<td>8.40%</td>
<td>24.96%</td>
<td>4.53%</td>
</tr>
<tr>
<td>Slovenia</td>
<td>3.94%</td>
<td>45.49%</td>
<td>-2.02%</td>
</tr>
</tbody>
</table>
Table 11. *Halloween strategy estimation results.*

<table>
<thead>
<tr>
<th>Country</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>-0.1124</td>
<td>0.1745***</td>
</tr>
<tr>
<td>Croatia</td>
<td>-0.0118</td>
<td>0.5730***</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>0.0421*</td>
<td>0.3934***</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.0557*</td>
<td>0.5073***</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.0148</td>
<td>0.2488*</td>
</tr>
<tr>
<td>Latvia</td>
<td>-0.0372</td>
<td>0.6098***</td>
</tr>
<tr>
<td>Lithuania</td>
<td>-0.0085</td>
<td>0.4188***</td>
</tr>
<tr>
<td>Poland</td>
<td>0.0176</td>
<td>0.3450***</td>
</tr>
<tr>
<td>Romania</td>
<td>0.0273</td>
<td>0.3630***</td>
</tr>
<tr>
<td>Serbia</td>
<td>0.0357</td>
<td>0.5013***</td>
</tr>
<tr>
<td>Slovakia</td>
<td>-0.0315</td>
<td>0.3478***</td>
</tr>
<tr>
<td>Slovenia</td>
<td>-0.05288*</td>
<td>0.5189***</td>
</tr>
<tr>
<td>Ukraine</td>
<td>0.1974**</td>
<td>0.4429**</td>
</tr>
</tbody>
</table>

Note: $\alpha$ denotes the additional return on a market risk adjusted basis, measured as annual returns. The $\beta$ denotes the Halloween strategy portfolio sensitivity to market movements. The asterisks indicate the level of statistical significance: *, **, *** stand for 10%, 5%, and 1% level of significance, respectively.

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)
Table 12. *Gold strategy estimation results.*

<table>
<thead>
<tr>
<th>Country</th>
<th>α</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>-0.0938</td>
<td>0.1718***</td>
</tr>
<tr>
<td>Croatia</td>
<td>-0.0074</td>
<td>0.5267***</td>
</tr>
<tr>
<td><strong>Czech Republic</strong></td>
<td><strong>0.0478</strong>*</td>
<td><strong>0.3969</strong>*</td>
</tr>
<tr>
<td>Estonia</td>
<td><strong>0.0667</strong>*</td>
<td><strong>0.5027</strong>*</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.0257</td>
<td>0.2311</td>
</tr>
<tr>
<td>Latvia</td>
<td>-0.0327</td>
<td>0.6076***</td>
</tr>
<tr>
<td>Lithuania</td>
<td>-0.0016</td>
<td>0.4197***</td>
</tr>
<tr>
<td>Poland</td>
<td>0.0241</td>
<td>0.3278***</td>
</tr>
<tr>
<td>Romania</td>
<td>0.0382</td>
<td>0.3379</td>
</tr>
<tr>
<td>Serbia</td>
<td>0.0502</td>
<td>0.4839***</td>
</tr>
<tr>
<td>Slovakia</td>
<td>-0.0039</td>
<td>0.3640***</td>
</tr>
<tr>
<td>Slovenia</td>
<td>-0.0433</td>
<td>0.4913***</td>
</tr>
<tr>
<td><strong>Ukraine</strong></td>
<td><strong>0.2100</strong></td>
<td><strong>0.4425</strong></td>
</tr>
</tbody>
</table>

Note: α denotes the additional return on a market risk adjusted basis, measured as annual returns. The β denotes the Gold strategy portfolio sensitivity to market movements. The asterisks indicate the level of statistical significance: *, **, *** stand for 10%, 5%, and 1% level of significance, respectively.

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)
Appendix 4.

Graph 4. Cumulative returns of various trading strategies in the Czech Republic

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Graph 5. Cumulative returns of various trading strategies in Hungary

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)

Graph 6. Cumulative returns of various trading strategies in Poland

Source: created by the authors, based on data from Thomson Reuters and Bloomberg Terminal (2012)